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Race to the Top Assessment Considerations 
 

Comments by Measured Progress, Inc.  
 

Tim Crockett, Senior Vice President Client Services 
 

January 19, 2010 
 
Currently there are a few assessment consortiums in the United States, but 
only the New England Common Assessment Program (NECAP) has 
addressed all NCLB content in grades three through eight. Measured 
Progress is proud to have been the contractor providing leadership from the 
assessment vendor side, supporting the state DOE leaders in NECAP since 
its inception. In 2002, as a result of the passage of NCLB, New Hampshire, 
Rhode Island, Vermont and later Maine combined resources to build the 
NECAP consortium. The states’ commissioners and deputy commissioners 
recognized that their existing tests would not meet NCLB requirements. 
However, by forming a consortium the states could realize efficiencies and 
develop better quality tests for less money. This also meant that the states 
could afford to include constructed-response items on their tests, which was 
important in maintaining the quality of the assessments.  
 
Our experience working with the NECAP states has taught us a great deal 
about forming, managing, and maintaining state assessment consortia. We 
have found that there are key components that contribute to the success of 
any consortium, including the following: 
 

• Commitment—it is a lengthy and time-consuming process. States must 
agree on many things from types of items on the tests, to administration 
windows, to cost-sharing formulas. 

• Shared values—it is helpful to have similar educational philosophies and 
ideas about what constitutes high-quality assessments. 

• Geographical proximity—states within close proximity can meet more 
easily face-to-face. Geographic commonality allows for the use of 
“regionally flavored” content (e.g. reading passages on cold weather as 
opposed to hurricanes) which can boost student engagement and 
motivation during testing. 

• Strong leadership—support from the highest levels helps solidify 
relationships and strengthen the collaboration. 

• External management—an independent facilitator offers support in 
planning meetings, serves as mediator, and ensures that one vision is 
conveyed to the testing contractor. 

• Identical tests—ensuring that the core test that is administered in all 
states is identical and deviations from this can compromise cost benefits. 

• Cost-sharing formulas—it is important to determine how the states will 
pay for and share the various costs associated with developing 
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assessments. States should share fixed costs (such as development) and 
divide variable costs (such as shipping and scoring) according to number 
of pupils tested in each state. 

 
Project and Consortium Management Questions 
 
1.  How would you recommend organizing a consortium to 

achieve success in developing and implementing the proposed 
assessment system? 

 
Merriam-Webster defines a consortium as an agreement, combination, or 
group … formed to undertake an enterprise that would exceed the resources 
of any one member.1 There are several reasons states may desire to enter into 
a consortium, all of which will influence the success such a venture. As 
described by Charles A. DePascale of the National Center for the 
Improvement of Educational Assessment (NCIEA) those reasons include 

• the belief that a consortium of states working together is more efficient 
and cost effective than individual states developing their own 
assessments; 

• the conviction that a consortium of states working together will produce 
higher quality assessments than any individual state working on its own;  

• the belief that a consortium of states working together increases the 
equity in assessment resources available across states; and 

• the desire for national, cross-state comparisons on a common assessment 
produced by a consortium of states. 

 
In the Race to the Top assessment information published in the Federal 
Register, the Department of Education states that the competitive assessment 
program will “support one or more consortia of States that are working 
toward jointly developing and implementing common, high-quality 
assessments aligned with a consortium’s common set of kindergarten-
through-grade-12 (K–12) standards that are internationally benchmarked and 
that build toward college and career readiness by the time of high school 
completion.”2  
 
It is quite possible that state assessment consortia, as developed under the 
Race to the Top assessment program, will be developed to fulfill one, two, or 
all of the conditions listed above. However, it is also possible for consortia to 
be formed that will, in the end, meet none of these criteria.  
 
Multi-state assessments can work well for states desiring to reduce costs 
while maintaining the quality of their statewide accountability program. 

 
1 Retrieved January 7, 2010 from http://www.merriam-
webster.com/dictionary/consortium  
2 Department of Education Race to the Top Fund; 74 Federal Register 249 (30 Dec. 
2009) pp. 69081 – 60984. 

http://www.merriam-webster.com/dictionary/consortium
http://www.merriam-webster.com/dictionary/consortium
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When states can come together and share a similar educational and 
assessment philosophy, it is possible for multi-state consortia to grow and 
flourish. Consortia can be formed to create common end-of-course, English 
language learner, and alternate assessments. Initial collaboration on smaller 
testing programs with higher per-pupil costs may pave the way for larger-
scale cooperative efforts. States can learn how well they can work together 
on a modest initiative before they collaborate on entire testing programs. 
States looking to try out new testing programs—for example, assessments 
that measure 21st-Century Skills or student progress over time, may consider 
working with other states to build these programs from the ground up. 
 
Collaboration is the crucial component that must be present in any 
consortium. States must agree to work together—side by side and as 
equals—with no state exerting more power or influence than the others. 
Consortia states must have common goals and educational philosophies, and 
these must be determined before any consortium is formed.  
 
How Did NECAP Begin? 
 
Measured Progress invited all six New England states to an invitational 
meeting in the fall of 2001. Congress had recently passed the No Child Left 
Behind Act, requiring states to test all students in grades three through eight 
and one grade in high school. Looking for ways to help states comply with 
NCLB without taxing their budgets, Measured Progress introduced the idea 
of forming a multi-state assessment. The states of Maine, New Hampshire, 
Rhode Island, and Vermont agreed to explore collaboration. 
 
In spring of 2003, Vermont issued a Request for Proposal to develop content 
standards in reading and mathematics, and Measured Progress was awarded 
the contract. Vermont published its standards, opening the door for the other 
states to do preliminary work on establishing common Grade Level 
Expectations (GLEs). The states collectively worked with the National 
Center for the Improvement of Educational Assessment (the Center) to 
complete GLE work in the summer of 2003. By the fall of 2003, the states 
had common standards in reading, writing, and mathematics, and issued a 
Request for Proposal to develop a common assessment for students in grades 
three through eight for all states. In December of that same year, Measured 
Progress was awarded the contract and began working on a pilot test for 
grades three through eight.  
 
The NECAP pilot assessment for grades three through eight in reading and 
writing was administered in the fall/winter of 2004–2005. Measured Progress 
staff scored the assessment, and the results were used to build test forms for 
the first NECAP operational assessment, administered in October 2005. 
States released results from the operational assessment to schools and 
districts in early 2006, after standard setting. 
 
The NECAP program next expanded to test students in grade 11. Measured 
Progress and the states agreed on a contract amendment and administered the 
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NECAP grade 11 pilot in November 2006. The grade 11 test became 
operational in October of 2007. 
 
As the requirements of NCLB next required science testing at three grade 
levels, in spring of 2006, the states came together again to issue a Request for 
Proposal to test students on common science standards. Measured Progress 
was awarded the contract and administered the first operational NECAP 
science test in spring 2008. In 2009 Maine became the fourth state to join the 
NECAP consortium. 
 
Hopefully this historical perspective demonstrates that NECAP was 
developed over several years and provides a glimpse into the extensive work 
that has been accomplished in phases over that time period. Each of the tasks 
mentioned involved careful planning, with the states and Measured Progress 
learning together and thriving from the experience of building a highly 
regarded, shared assessment program.  
 

a. What governance model do you suggest and why? What 
leadership model do you suggest and why?  

 
Based on our experience as contractor for NECAP, the most appropriate 
governance model is one in which member states are partners, each having 
an equal role in the management of the consortium. A Memorandum of 
Understanding could be executed to define the relationship and to outline  
 
• goals and purposes of the consortium; 
• rules regarding decision making; 
• leadership structure;  
• distribution of costs (fixed and variable);  
• cost sharing formulas; and 
• other roles and responsibilities. 
 
There are many reasons NECAP has been successful. Among these are that 
the members have worked harmoniously and have been able to reach 
consensus on all important aspects of the program. Each NECAP state also 
maintains a contract with the National Center for the Improvement of 
Educational Assessment (NCIEA), separate from their Measured Progress 
contracts, to provide support to the program.  
 

b. What recommendations do you have on the decision-making 
process within a consortium?  

 
Ideally, decisions should be made based on group consensus. This approach 
has worked very well for NECAP for many reasons. Because of the 
proximity of the states to each other, as well as to the Measured Progress 
offices, it is possible to conduct face-to-face meetings—often on a relatively 
short notice. Participants are often able to problem-solve and come to 
resolution more easily when they are sitting together in the same room, 
especially at the beginning of the relationship.  
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In addition, the NECAP states clearly articulated program goals at the start. 
Maintaining well-understood and -documented goals ensures that participants 
have the same goals and that they work collaboratively to achieve them. The 
third-party program manager should work with the states to ensure that 
decisions are made in a timely manner and that they are in the best interest of 
the consortium.  
 

c. What recommendations do you have for States that are 
organizing consortia regarding: 
• how to differentiate roles, responsibilities, and workloads 

within a consortium?  
• roles for third parties (e.g., conveners, project managers, 

assessment developers/partners, intermediaries)? 
 
Ideally, all state consortia will have staff members who have the same roles, 
responsibilities, and workloads. However, budget constraints within state 
departments of education may mean that not every department is staffed in 
the same manner or some departments will have staff with expertise in one 
area and not another. States should work together to identify their strengths 
and weaknesses and find ways to use their available resources to the benefit 
of the program.  
 
As mentioned earlier, we have found the use of NCIEA, the third-party 
manager, to be essential to the smooth operation of the NECAP program. 
The NCIEA program manager attends NECAP meetings, organizes and 
oversees the Technical Advisory Committee, provides technical guidance to 
the states, and acts as liaison among the states to provide essential, yet 
impartial advice. 
 
It is important to note that the third-party program manager was hired by the 
consortium, independently of Measured Progress, and is under separate 
contract with each NECAP state.  
 
During formation of each consortium, members should be provided with a 
set of guidelines and guiding principles including the following: 

• If one state leaves the consortium, the program will terminate unless 
there is agreement for the other states to pick up the cost for that state 
(redistribute costs).  

• No state has more power or say than the others. 

• All states have equal ownership of all aspects of the program. 

• The program should be identical in all states to realize cost savings. 

 
d. What advice do you have on the characteristics that all 

consortium members must have in common in order for a 
consortium to be successful, and what characteristics can vary 
across member States, e.g., philosophical approaches to 
assessment, standards, scope and sequence, etc.? 
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Collaborating with another state or states to create a common assessment 
consortium is no small task. Below are some of the key points we feel 
consortium states must have in common. 

• Similar educational and assessment philosophy 

• Approval of the assessment consortium concept by political leadership at 
the highest levels of state government 

• Strong assessment directors and staff who will play significant roles 

• Agreement on common assessment attributes: 

o Standards (content and achievement) 

o Test design 

o Quality 

• Desire for cost savings and agreement on a cost formula. Programs must 
be identical in all states to realize optimum cost savings. 

• Patience. Tasks take longer and states must plan accordingly. 

• Good will, trust, and a spirit of compromise 

 
Several favorable conditions were present with the NECAP states which 
enabled Measured Progress to assist in developing the assessment program. 
The states shared similar educational and assessment philosophies and had 
relatively small student populations (although the largest was twice the size 
of the smallest). As mentioned earlier, geographic proximity, though not 
necessarily a requirement, has also been a helpful factor in the success of 
NECAP. The common need to save costs and meet NCLB requirements 
while continuing to provide a high-quality assessment program was met 
when the states joined the NECAP consortium. 
 
2.  What would you recommend that a consortium be asked to 

demonstrate in its application to show that it has the capacity, 
structure, and potential to implement its proposed plan? What are 
the critical success indicators six, 12 and 18 months into the life of a 
consortium? What signals are predictive of ultimate success or 
failure? 

 
First and foremost states must demonstrate that they have common goals and 
a willingness to collaborate to achieve them. A clearly articulated 
Memorandum of Understanding (MOU) should be developed to outline the 
goals and purposes of the consortium, as well as business details including 

• cost sharing formulas; 

• governance:  

o leadership 

o roles and responsibilities of each member; and  

• organizational structure. 
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The obvious indicators of success will be that after six, 12, or more months 
consortium members are achieving their goals and member states are not 
leaving the consortium. The early months of the consortium are when it is 
absolutely critical to have a third-party manager, particularly in consortia 
where members are not well acquainted with each other. This program 
manager will be a trusted advisor to all parties who will act in the best 
interests of the consortium.  
 
3.  What could go wrong in the development and management of a 

consortium and what can States do to mitigate these factors up 
front? In what ways could the Department structure the competition 
to help mitigate these factors? 

 
While it is understood that the Department believes consortia-led assessment 
programs can make a major contribution to the future of assessments, it 
would be unrealistic to expect all consortia to be universally successful. The 
expectations that will define success should be made clear from the outset.  
 
Currently, state assessment programs run the gamut, from all multiple-choice 
formats to models with a combination of multiple-choice, constructed-
response, and even performance assessments. Some states have set the bar 
very high for student performance, while others have set the bar lower. The 
level of funding for assessment varies from state to state, allowing some 
states to have content specialists, measurement experts, and program 
managers on staff while others have few of these resources.  
 
Perhaps the development of a consortium could be seen as a merger of state 
assessment programs. A set of common goals must be developed and the 
extent of cooperation among the states must be determined. As in any 
merger, it will be important to evaluate the attributes and challenges that each 
state brings to the consortium and to allocate resources appropriately and 
fairly. All of these issues can be resolved with a detailed MOU, which should 
be a required for each consortium developed. The Department of Education 
might consider the degree to which each state is thoroughly involved in the 
partnership and outlines a procurement process that seeks the involvement of 
experienced contractors to provide program support as criteria for award.  
 
Procurement Questions 
 
1.  How do differences in State procurement rules affect how you would 

design and manage a consortium? How will State procurement 
regulations, processes and time frames likely affect how a 
consortium carries out the development, piloting, and 
implementation of common assessments? (You may use examples 
from outside the education sector, if relevant.) 

 
It is clear that individual states’ procurement rules would need to be 
considered in the design and management of any consortium. Currently, each 
NECAP state has a separate contract with Measured Progress. In this way, 
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each state’s unique procurement laws are addressed, and this model works 
well. Despite having separate contracts, each NECAP state agreed to 
compromise on certain practices in order to meet the objectives of the 
collaboration.  
 
However, if viewed on a larger scale with the distinct possibility of much 
larger consortiums (both in the number of states and larger student 
populations) being formed, it could become cumbersome to both vendors and 
the states to maintain separate contracts. Therefore, there are numerous 
factors that should be considered and addressed by the consortium in order to 
anticipate and accommodate the impact of individual procurement rules.  

• Members should examine each state’s procurement rules to identify rules 
that are common to all members of the consortium. 

• States should agree on a group process for determining the project scope 
of work. 

• States should agree on a cost-sharing formula in advance that specifies 
how fixed and variable costs are shared, and how this formula would be 
affected should one state pull out of the consortium. There must be a 
process in place to ensure accurate student counts for each state that will 
affect the cost-sharing model. 

• States should agree on all project milestones and timelines. 

• States should agree on a process for issuing RFPs that will take common 
requirements and rules into account and allow for each state to include a 
minimal amount of unique requirements (i.e. language translations of test 
materials, reporting). 

• States should implement a proposal evaluation team process that includes 
members from each state who are empowered to make a vendor 
selection(s) for their state. 

 
A clear, coherent RFP process is essential for ensuring a competitive, fair 
process for states/consortiums and vendors. There are two possible models, 
each with its own advantages and disadvantages.  
 
The first, used currently in NECAP, involves the issuance of an RFP from 
each member state. RFPs issued by each state would be significantly similar 
to the others, but state-specific requirements would be addressed. This would 
allow the RFP process itself to address the individual state’s procurement 
rules and regulations. While this process has been successful with NECAP it 
could become quite cumbersome with larger consortiums.  
 
The second involves the issuance of one RFP by the consortium as a whole. 
With this solution, differences in state rules could be addressed with addenda 
for each state included with the RFP. Of course depending on the 
circumstances, this approach could also prove to be very cumbersome.  
 
2.  States have expressed interest in acquiring information about, and 

input and ideas from, potential assessment partners/vendors in 
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advance of completing their applications. What actions, if any, would 
you advise the Department to take to help facilitate this? 

 
There are a number of actions the Department may take to advise states as 
they prepare their response to the summative assessment RFR. Competitive 
solicitations are at the core of establishing partnerships with states. 
Fundamental to these solicitations is the clear articulation of requirements 
and program goals. As a preliminary activity, prior to the Department release 
of the RFP, the Department could encourage states to release an RFI seeking 
input regarding vendor products and capabilities. It will be very important to 
ensure that the RFIs are competitively released to all qualified vendors. 
 
Another approach the Department could take would be to release an RFI to 
assessment vendors as part of the solicitation to states, requesting specific 
information and ideas. Responses to the RFIs could be submitted to the 
Department and shared with states upon their request. 
 
A slightly different approach for the Department to consider would be to 
allow assessment partners/vendors to respond directly to aspects of the 
Department’s RFP as they relate to services, integrated solutions and 
products. Providing this as a requirement or as an option might change the 
state-specific RFP requirements. 
 
The Department could also develop a survey to be administered to state and 
district assessment directors asking for input regarding their current 
assessment systems. Assessment directors would provide information about 
vendors, processes, procedures, tools, and technologies. The results of the 
survey could be made available to state and district assessment offices and 
could be used to obtain additional information prior to issuing RFPs.  
 
Finally, the Department could sponsor regional conferences and/or exhibits 
where vendors would be given the opportunity to display and describe their 
products and processes and states can interact with vendors.  
 
Whichever method the Department selects, it is crucial that all qualified 
vendors, both large and small, receive consistent, timely notification and 
opportunity to respond in order to maintain the fairness of the process. 
 
3.  States expressed a desire to run competitive (as opposed to sole 

sourced) processes for selecting partners/vendors. How would you 
advise the Department to structure the application to enable States 
to do so? What other ideas would you offer in designing a process 
that is flexible enough to accommodate other challenges that States 
might encounter over time (e.g., challenges related to partner/vendor 
selection or contract change management)? 

 
A competitive bid process is essential to ensuring that qualified vendors bid 
and that fairness to both the consortia and vendors is maintained. Over time, 
if consortia grow too large, smaller vendors would eventually not be able to 
compete, and this could force multiple vendors to form partnerships in order 
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to provide the required services. This in turn could result in anti-trust issues 
and restrain a competitive environment. The Department could issue 
application rules requiring each consortium to identify a proposed scope of 
work. The Department should prohibit states from identifying a preferred 
vendor during the application process. Instead, the Department could allocate 
monies only to consortia that agree to a competitive bid process (i.e. issuance 
of an RFP). During the proposal evaluation process, unanimous agreement 
among states in a specific consortium should be required when selecting a 
vendor. By the same token, all members would need to agree to any contract 
scope changes once a contract is in place. 
 
The Department could also issue guidelines restricting the total size 
allowable for each consortium, preferably by number of students tested rather 
than by number of states. It is our belief that smaller consortia will ensure 
more control at the state level and minimize potential for disagreement 
among members. By limiting consortia size, the Department can also ensure 
that no vendor in the industry is unfairly disadvantaged solely by their size.  
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RACE TO THE TOP ASSESSMENT – PUBLIC/EXPERT INPUT MEETING January 13, 2010 

 

Background and comments submitted by: The Global Institute for Language & Literacy Development, 

LLC. 

Kathleen Leos, President 

 

 

Good Afternoon,  

I am Kathleen Leos, former Assistant Deputy Secretary for the U.S. Dept of Education, No Child Left 

Behind, Title III Office of English Language Acquisition (OELA), and currently serve as the President for 

the Global Institute for Language and Literacy Development (GILD).  Thank you for giving us an 

opportunity to address this vitally important topic and for considering the input we are providing you. 

 

Background: 

� Since FY 2002, states have worked hard to develop the first generation of English Language 

Proficiency (ELP) standards and aligned ELP assessments for ELLs. However, in the first attempt to 

actualize the legislation, not all states fully developed or aligned the state ELP standards to the 

academic content standards which left a significant linguistic (language) gap and hence countless 

ELLs unable to access or master the necessary grade level academic knowledge in each content 

area.  

� A new approach is needed in developing the second generation of standards and assessments for 

English language learners based on the original legal premise outlined in the 1974 Supreme Court 

Case, Lau v Nichols that mandates that “language may not be a barrier to academic content 

knowledge for English language learners”.   

 

First Step - A Paradigm Shift & New English Language Proficiency Standards: 

To appropriately include ELLs in state standardized assessments, it is important to begin with the 

Standards. Forty-seven states have signed an agreement to participate in the development of National 

Common Core Content Standards in English Language Arts and Mathematics.  In order to fulfill the 

requirements set forth in Lau, ELLs must be provided “Access to Academic Content” and 

“Opportunities to Demonstrate Mastery of Academic Content” on grade Level, based on their level of 

English language proficiency.  Therefore, it is an optimal time to support state efforts to simultaneously 

develop National Common English Language Proficiency Standards that are ALIGNED to the National 

Common Core Content Standards; thus providing a foundation for ensuring compliance with the law, 

and a framework for narrowing the achievement gap between ELLs and non-ELLs. 

 

A focus on language development and language acquisition needs to form the basis for the second 

generation of English language proficiency standards. Experts with deep background knowledge in the 

science of language development and an understanding of integrating the essential components of 

language fused through the lens of second language acquisition levels is a necessary step in developing 

the second iteration of ELP standards.  By integrating language development and language acquisition 

levels and aligning them to the academic content area on grade level, ELLs will have the linguistic 

bridge needed to access, comprehend and demonstrate mastery of the academic knowledge needed 

to succeed, and for the first time the mandate defined by Lau can be realized. 
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This is not an easy task. Most states do not have the resources or the capacity to tackle this additional 

challenge without the support of consortia, collaborative groups and experts with proven knowledge, 

not only in the theoretical construct, but the practical application at all levels of the linguistic and 

academic spectrum. 

 

 

Second Step - New English Language Proficiency Assessments:  

The development of new ELP Standards will necessitate a second generation of ELP assessments that 

are aligned to the new ELP standards. The new assessments will provide states the opportunity to 

accurately measure progress ELLs are making toward attaining full English language proficiency based 

on standards and can provide transparent information and data that will support state decisions 

related to attainment and exit criteria from language education instruction programs for English 

language learners.  

 

It is important to note that new ongoing research in this area indicates that ELP standards and 

assessments developed and implemented in this manner can act as predictors to levels of achievement 

on state academic content assessments.  This is not to say that the ELP assessment can replace the 

academic content assessment or that one assessment can be used to fulfill accountability reporting 

requirements for both language acquisition and content.   

 

On the contrary, each assessment is designed for very different purposes and must be adhered to 

accordingly. A valid and reliable English Language Proficiency Assessment alone cannot effectively 

measure academic progress of ELLs and conversely, a valid and reliable content assessment alone 

cannot effectively measure language acquisition progress.  Each assessment is designed to provide 

educators insight into very different processes.   

 

The definition of progress, attainment and academic achievement must be considered separately and 

should be based on the two parallel demonstrations of mastery defined by each assessment.  

Therefore, it is not only about developing new assessments, but how new assessments can be used to 

revolutionize instruction and accountability for ELLs.  

 

 

Third Step – A New Vision for ELL Accountability:  

The development of a new generation of English language proficiency standards that embody essential 

components language develop integrated with the levels of language acquisition; aligned to grade level 

academic content standards offers unique opportunity to change Title I and Title III accountability 

systems for English language learners.   

 

The ability to accurately measure and report on “what a student knows and can demonstrate” in 

academic content while clearly differentiating an ELL “making progress” and “attainment” in acquiring 

a second language can have a profound positive impact on the Title III accountability system for ELLs.  

 

NCLB requires states and districts to annually assess and report on all students’ ability to attain 

proficiency in academic grade level content and annually assess and report on an ELLs’ progress toward 

mastering English language proficiency and attainment of English language proficiency. The two 

processes are separate and distinct but have a profound impact on each other.  An ELL cannot 
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demonstrate full mastery in academic content in English without attaining full English language 

proficiency. These are not two separate learning processes for an ELL.  However, for assessment, 

reporting and accountability purposes the processes are distinctly different.  

 

In the past, experts have discussed the importance of using linguistic accommodations that mitigate 

linguistic barriers to access the academic content or reduce the “language load” and not invalidate the 

assessment.  Part of the reason for the need for linguistic accommodations is because ELLs were not 

taught all the necessary elements of the English language that would provide direct access or a 

linguistic bridge to the grade level academic content. Hence, it was assumed that ELLs, considered a 

special population (like SWD) needed some type of accommodation to access the content. Following 

that theory educators deferred to the special education community and adopted over 70 testing 

modifications and accommodations for English language learners. Current evidence-based research 

indicates that the majority of these invalidated a content assessment for ELLs.  

 

The Global Institute for Language and Literacy Development (GILD) offers a different accountability 

model for ELLs that effectively measures both processes and addresses the complex dynamic of the 

interplay between English language acquisition and content mastery in English with or without 

accommodations by combining both Title I and Title III accountability in a different measurement 

system than what has been used in the past. 

 

Proposed Weighted Index Model: A New Approach to NCLB Accountability for ELLs 

Since ELLs must learn English language acquisition and grade level academic content simultaneously 

and educators can concurrently measure and report the dual nature of ELL language and content 

mastery; it is important for the measurement experts to consider an accountability system for ELLs in 

the manner that it is taught and assessed.  

 

One methodology is to establish the Annual Measurable Achievement Objectives (AMAO’s) for Title III 

and the Adequate Yearly Progress (AYP’s) for Title I by treating both systems as one.  The first step is to 

take the two AMAO’s from Title III – measuring progress and attainment toward English language 

proficiency and give them more statistical weight for ELLs who are at the beginning levels of English 

language proficiency.  The academic content score from the state annual standardized content 

assessment would still be included in the AMAO accountability system, but more weight would be 

assigned to the two Title III language acquisition scores and a lesser weight assigned to the Title I 

academic content score while the student is still acquiring the English language.  The “weight” would 

shift toward academic content scoring as the ELLs continue to master the English language.   

 

This methodology would require considering a cut score within “making progress” and “attainment” of 

English language proficiency at a level that could indicate that the ELL is less dependent on learning the 

English language to demonstrate content mastery and has achieved a level of understanding and 

mastery of the content in the language it is taught and assessed. This method is fluid; it changes over 

time and accurately reflects the dual nature of learning language and content simultaneously by 

accounting for the fluid nature of the learning dynamic.  
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A few well known researchers have statistically demonstrated and proven the possibilities of shifting 

the Title I and III accountability system to a weighted index model; GILD and these researchers can 

demonstrate for the review panel exactly what this entails, how and why establishing an accountability 

system to reflect the shifting and changing dynamic of ELL language and content learning and reporting 

would greatly benefit ELLs, their teachers, schools, districts and states. 

 

We thank you for your time and the opportunity to address this vitally important issue. 

 

Signed (electronically), 

 

Kathleen Leos, President 

Lisa C. Saavedra, Vice-President 

The Global Institute for Language & Literacy Development, LLC. [www.gilld.com] 

 

Written Comments Submitted January 18, 2010 

Attachment:  PPT Presentation Used During Public Meeting 
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The Evolution from Lau v. Nichols to NCLB and BeyondThe Evolution from Lau v. Nichols to NCLB and BeyondThe Evolution from Lau v. Nichols to NCLB and BeyondThe Evolution from Lau v. Nichols to NCLB and Beyond

� Content standards developed 
independently of language development 
and acquisition.

� ELP standards often “linked” not 
“aligned” to content standards.

� Content assessments developed based on 
content standards, often not valid or 
reliable measures of ELLs demonstration 
of mastery in English.

� ELP assessments often developed 
without consideration of the English 
language needed to effectively access and 
demonstrate mastery.

RESULT: 
Over reliance on assessment and 
accountability; less focus on standards, 
and the realization of validity & 
reliability issues & concerns. Thus, 
incongruent use of results; lack of direct 
impact to positively increase 
achievement of ELLs.

� Focus on standards first, then assessment 
and accountability.

� If Common Core Content Standards, 
then Common ELP Standards.

� Alignment of both sets of standards.
� Development of two different 

assessments based on standards.
� Two assessments linked by revised 

accountability system from deficit model 
to transparent growth model.

� Integration of language development 
and language acquisition.

RESULT: 
New generation of standards, assessment 
and accountability to effectively impact 
instruction and to increase achievement 
of ELLs.

What was and is today:What was and is today:What was and is today:What was and is today: A New Direction is Needed:A New Direction is Needed:A New Direction is Needed:A New Direction is Needed:
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Consider Importance of Consider Importance of Consider Importance of Consider Importance of ““““LanguageLanguageLanguageLanguage”””” in Assessmentsin Assessmentsin Assessmentsin Assessments

2005 NAEP, Grade 12 Released Item (Reading) SCR:2005 NAEP, Grade 12 Released Item (Reading) SCR:2005 NAEP, Grade 12 Released Item (Reading) SCR:2005 NAEP, Grade 12 Released Item (Reading) SCR:
What was the grandmother seeking in going to London, and did she find it? Support 
your answer using information from the story? 
2007 NAEP, Grade 4 Released Item (Mathematics) MC:2007 NAEP, Grade 4 Released Item (Mathematics) MC:2007 NAEP, Grade 4 Released Item (Mathematics) MC:2007 NAEP, Grade 4 Released Item (Mathematics) MC:
Marty has 6 red pencils, 4 green pencils, and 5 blue pencils. If he picks out one pencil 
without looking, what is the probability that the pencil he picks will be green?

Essential components of English language development are basis for item 
development (whether conscious or not).

In other words, the structure or formstructure or formstructure or formstructure or form of English language, the contentcontentcontentcontent of language 
and how English language can be useuseuseused can determine the level of difficulty of the 

item, regardless of the “academic content” item is designed to measure.

THE CONFLUENCE OF LANGUAGE AND CONTENT ARE NEEDED IN THE CONFLUENCE OF LANGUAGE AND CONTENT ARE NEEDED IN THE CONFLUENCE OF LANGUAGE AND CONTENT ARE NEEDED IN THE CONFLUENCE OF LANGUAGE AND CONTENT ARE NEEDED IN 
ORDER FOR ELLs TO DEMONSTRATE MASTERY ORDER FOR ELLs TO DEMONSTRATE MASTERY ORDER FOR ELLs TO DEMONSTRATE MASTERY ORDER FOR ELLs TO DEMONSTRATE MASTERY 

The Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLC

Valid & Reliable Assessment to Measure ELL ProgressValid & Reliable Assessment to Measure ELL ProgressValid & Reliable Assessment to Measure ELL ProgressValid & Reliable Assessment to Measure ELL Progress

� Valid and reliable content assessments alone cannot 
effectively measure progress of ELLs.

� Valid and reliable English language proficiency assessments 
alone cannot effectively measure progress of ELLs.

� Definition of progress should be based on two parallel 
demonstrations of mastery (assessments):

� Attainment of proficiency in listening, speaking, 
reading and writing in English

� Attainment of grade level content knowledge
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ItItItIt’’’’s Not Only About Assessments . . . How Should s Not Only About Assessments . . . How Should s Not Only About Assessments . . . How Should s Not Only About Assessments . . . How Should 
Two Assessment be UsedTwo Assessment be UsedTwo Assessment be UsedTwo Assessment be Used

� Integrate scores from content and language to measure 
progress and success.

� Use index model for growth
� Used for accountability purpose
� Allow for the impact of language learning on assessing 

content knowledge
� Foster the implementation of a transparent model of 

assessment
� Ensure results may be used for enhancing instruction and 

thus increasing ELL achievement

The Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLC

GILDGILDGILDGILD’’’’s Responses to Some RTTT Assessment Questionss Responses to Some RTTT Assessment Questionss Responses to Some RTTT Assessment Questionss Responses to Some RTTT Assessment Questions

� Provide recommendations for the development and administration of 
assessments for each content area that are valid and reliable for English 
language learners 

� Assessments based on aligned standards (Content & ELP); 
development of two different assessments; alignment and linkage 
between two sets of standards and assessment might prove to be a
predictor of ELLs success on content assessments.

� How do you recommend that assessments take into account the variations 
in English language proficiency of students? 

� Use of confluence of language and content in test development
� Measuring and assessing language development thru lens of 

language acquisition levels
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GILDGILDGILDGILD’’’’s Responses to Some RTTT Assessment Questions s Responses to Some RTTT Assessment Questions s Responses to Some RTTT Assessment Questions s Responses to Some RTTT Assessment Questions (cont(cont(cont(cont’’’’d)d)d)d)

� How can technology be utilized to make assessments more inclusive to 
ELL students?

� Presentation of assessment items in multiple mediums whereby 
ELLs may demonstrate mastery of content knowledge based on 
their level of language proficiency.

� Allowing for use listening/speaking skills v. reading/writing – for 
items not specifically measuring language domain skill. 

� What are the relative merits of developing and administering content 
assessments in native language?

� Consider the mandates of NCLB and the minimal number of 
schools in the nation that provide content instruction in the native 
language in the content areas. (Debra P. v. Turlington: caution 
about assessing students on content and subject matter they have
not been  taught.

The Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLCThe Global Institute for Language & Literacy Development, LLC

The Global Institute for Language & Literacy The Global Institute for Language & Literacy The Global Institute for Language & Literacy The Global Institute for Language & Literacy 
Development, LLCDevelopment, LLCDevelopment, LLCDevelopment, LLC
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From:  Denis Udall [DUdall@hewlett.org] 
Sent:  Tuesday, January 19, 2010 8:34 PM 
To:  Race To The Top Assessment Input 
Subject:  RTTT Assessment Comments 
A
 
ttachments:  Assessment RFP recommedations.doc; Secretary Duncan letter 1‐20‐10.docx 

 

ear Secretary Duncan, D

 
Thank you for the opportunity to submit comments on the competitive Race to the Top 
ssessment Program to support one or more consortia of States that are working toward A
jointly developing and implementing common, high‐quality assessments. 
 
Attached please find “What a Federal RFP for New Assessments Should Require and 
Encourage.”  This document summarizes the recommendations of the Hewlett Foundation, 
Nellie Mae Education Foundation, Ford Foundation, and the Sandler Foundation regarding 
the U.S.  Department of Education’s goal of developing and implementing high quality 
ummative assessments that are aligned with internationally benchmarked standards and s
that support effective teaching and learning. 
 
We believe that the Department should request that state consortia develop assessment 
systems that reflect the best practices of high‐achieving nations around the world, as well 
as lessons learned in the United States.  The goal should be not only to develop 
internationally benchmarked Common Core standards, but also internationally 
benchmarked systems of curriculum, assessment, and instruction by which to implement 
he standards.  These recommendations are offered with that goal in mind. t

 

 yours, 
 
Respectfully
 
Denis Udall 
Program Officer 
William and Flora Hewlett Foundation 
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What a Federal RFP for New Assessments Should Require and Encourage  
 

Submitted by the Ford Foundation, Hewlett Foundation  
Nellie Mae Foundation, and Sandler Foundation 

 
 The US Department of Education has initiated an Assessment Program intended, in the 
Department’s words, to support “consortia of States working toward jointly developing and 
implementing a next generation of common summative assessments that are aligned with a 
common set of K-12 internationally benchmarked, college and career ready standards that model 
and support effective teaching and student learning.” 
 

The goal of the new assessments is to allow individual students to demonstrate mastery of 
the knowledge and skills, at each grade level tested, that would enable them to be on track to be 
college and career ready by the time of high school graduation – as well as to demonstrate 
growth over time. The RFP is intended to support “innovative and effective” approaches to 
assessment and to help states create “powerful and useful” systems of assessment. 

 
Finally, the Department intends that information gathered from the assessments should 

provide information useful for teaching, learning, and program improvement; as well as for 
understanding student achievement and readiness for college and careers.    

 
To accomplish these goals a number of decisions need to be made about what priorities to 

establish for the features of the assessments themselves and the system in which they rest, as 
well as how consortia are formed and what specific tasks consortia should undertake.   

 
 If the goal of new assessment systems is to promote strong and equitable learning of the 
higher order thinking and performance skills needed in contemporary college and career settings, 
and to improve the capacity of teachers, leaders, and schools to provide powerful educational 
experiences, it will be critically important that these systems be designed to engender as well as 
measure deeper and more transferable learning that students can apply to new contexts.   
 
 From that perspective, we believe that the Department should request that state consortia 
develop assessment systems that reflect the best practices of high-achieving nations around the 
world, as well as lessons learned in the United States.  The goal should be not only to develop 
internationally benchmarked Common Core standards, but also internationally benchmarked 
systems of curriculum, assessment, and instruction by which to implement the standards.  These 
recommendations are offered with that goal in mind. 
 
Features of Assessment Systems 
 

Developing new, more powerful systems of assessment that support more productive and 
more equitable learning will require more than simply developing a new test.  As high-achieving 
nations understand, assessment as, of, and for learning requires a frame of reference that 
considers how assessment operates to model and provoke useful learning experiences and quality 
instruction, as well as how it can inform teaching and school improvement.  Consequently, the 
RFP should ask bidders to describe how they will: 
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• Design assessment systems to support a tightly integrated system of standards, 
curriculum, formative and summative assessment, instruction, and teacher development.  
Consortia should be able to articulate how the assessments they define will be integrated 
with these other, well-aligned elements of state systems, and assessments should be 
developed with these other aspects of the system in mind.   They should also articulate 
how they will stage and sequence their work to enable assessments to be designed in light 
of curriculum goals and to appropriately support the necessary changes in instruction and 
teaching to support teachers’ and students’ opportunities to learn. 

 
• Consider the role of curriculum focused on higher order thinking and performance skills.  

Assessments always rest on an implicit conception of what students should learn.  
Making this conception explicit promotes critically important guidance for assessment 
design, greater clarity for teaching, greater curriculum equity in the classroom, and 
greater possibilities for linking formative and summative elements of an assessment 
system.  Consortia states should work together to develop means for standards to be 
translated into curriculum guidance that is lean, clear, and descriptive of what students 
should know and be able to do as a result of their learning experiences, including 
applications of knowledge to real-world tasks.  

 
While specific curricula and materials may vary across states and districts, consortia can 
support states in developing curriculum frameworks around which they can organize 
deeper curriculum development at the local level, state and local assessment 
development, instructional supports, and professional development. Thoughtful 
curriculum guidance should outline the scaffolding and formative assessment needed to 
prepare students to succeed on the summative assessments.  To the greatest extent 
possible, the curricula, frameworks, formative assessments and other education resources 
that are generated by the Assessment Program should be openly licensed, adaptable, and 
available for reuse and redistribution so that all states and districts can benefit from them. 

 
• Organize assessments (and the curriculum in which they are embedded) around a well-

defined set of learning progressions within subject areas that reflect how students build 
knowledge and skills and can guide teaching decisions as well as evaluation.  Systems 
organized around such progressions can better evaluate student growth in both formative 
and summative assessments, and can enable teachers to use assessment data to support 
more effective teaching and learning.   

 
• Ensure that results from the assessment system can be aggregated at the classroom, 

school, district, and state levels, and support reporting that is timely, accurate, and 
displayed in ways that are useful for teachers, students, families, schools, districts, states, 
institutions of higher education, and employers.   

 
• Develop processes for clear, transparent communication with stakeholders and the public 

about 1) the nature of the new assessment system, 2) how it has changed, 3) what the 
results mean. 

 
• Take advantage of new technologies to enhance the way assessments are developed, 

delivered, scored, and used, providing adaptive tools to more accurately measure student 
achievement and growth, enabling access to information resources for students to 
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demonstrate their learning, providing appropriate feedback by supporting both teacher 
scoring and computer-based scoring, and reducing costs for high-quality items / tasks. 

 
• Involve teachers in scoring of constructed responses and performance tasks in order to 

measure effectively students’ mastery of higher-order content and skills and to build 
teacher expertise and understanding of standards and performance expectations.   

 
• Clarify standards by exemplifying assessment expectations through scoring criteria or 

rubrics and by samples of student work, which should be made available to educators and 
others who are to be informed by the assessment system.  

 
• Develop moderation, auditing, or calibration systems that can be used strategically to 

ensure comparability in scoring and to support teacher and system learning about the 
implementation of performance standards.  

 
Features of Assessments 
 
In order to encourage valid, appropriate, and instructionally useful evaluation of student learning, 
the RFP should ask bidders to explain how the assessments they design will: 
 

• Reflect and support good instructional practice by eliciting complex performances as well 
as applications of knowledge to familiar and new situations, including performance 
components and constructed response tasks, as well as selected-response items.  Bidders 
should include a rationale for the mix of proposed item and task types across grade levels 
and subject areas, in terms of learning goals, cost factors, and psychometric 
considerations. 

 
• Reflect the full range of standards, including those that require student planning, the 

ability to frame and solve problems, the ability to access and analyze information, and the 
ability to communicate and defend ideas clearly and accurately.     

 
• Design classroom-based tasks that are part of summative assessment judgments for 

comparable administration and consistent scoring. Bidders should describe why and how 
they will strategically use training, moderation, auditing, and/or calibration systems (in-
person and via computer) to enhance scoring consistency, teacher learning, and cost-
efficiencies.   

 
• Design assessments to more accurately evaluate student growth over time by using well-

grounded learning progressions to guide both the construction of “on-demand” test items 
and more extended classroom assessments, and by exploring the use of computer-based 
adaptive testing that creates vertically scaled assessments based on the full continuum of 
learning.  Where adaptive testing is proposed, bidders should describe how they propose 
also to obtain information about the mastery of grade level standards.   

 
• Ensure that assessments will be valid, reliable, and fair, with evidence that they measure 

well the knowledge and abilities intended, are comparable across contexts and evaluators, 
and are accessible and unbiased in the language, referents, and approaches they use. 
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• Incorporate principles of universal design that seek to remove construct-irrelevant aspects 
of tasks that could increase barriers for non-native English speakers and students with 
other specific learning needs.  In addition, designers who are skilled at developing 
linguistically supportive assessments and tests for students with learning disabilities 
should be engaged from the beginning in considering how to develop assessments for 
maximum access, as well as how to design appropriate accommodations and 
modifications to enable as many students as possible to be validly assessed within the 
system. 

 
Features of Consortia 
  
Consortia should have a clear governance structure that defines decision making processes and 
membership -- including what members have agreed to, what conditions enable or terminate 
membership, what may define different levels of participation, if applicable.     
 
Consortia of states should organize their work to develop a coherent set of assessments in 
reading and mathematics from grades 3-8 plus high school.  While it has been suggested by some 
that consortia take on subtopics within these domains (e.g. a few grade levels within a single 
subject), the likelihood that these attempts would ultimately be integrated into a coherent set of 
well-sequenced assessments, or that states would be able to implement an integrated system of 
curriculum and assessments in a timely manner would likely be undermined by this approach.   
 
At the high school level, consortia might choose different approaches – or might support 
subgroups of states with a given consortium that work together to develop assessments.   These 
could include: 
 
• Course- or syllabus-based systems like those in England, Australia, Singapore, Hong Kong, 

Alberta (Canada), as well as the International Baccalaureate.  Generally conceptualized as 
end-of-course-exams in this country, this approach is a more comprehensive course 
assessment approach in these other countries.  Such an approach would include within-course 
performance assessments that count toward the examination score, as well as high-quality 
assessment end-of-course components that feature constructed response as well as selected 
response items.  Within-course performance assessments should tap central modes of inquiry 
in the disciplines, enabling students to engage in scientific investigations, literary analyses 
and other genres of writing, speaking and listening; mathematical modeling and applications; 
social scientific research.  Such an approach might require an ELA and math assessment at a 
key juncture (e.g. grade 10) that evaluates an appropriate benchmark level for high school 
standards, and then, as in high-achieving nations, allow for pursuit of other courses/ 
assessments that are selected by students according to their interests and expertise.  These 
could serve as additional information on the diploma for colleges and employers.   

 
• Standards-driven systems that might include a more comprehensive benchmark assessment 

in ELA and mathematics at around grade 10, complemented by collections of evidence that 
demonstrate students’ abilities to meet certain standards within and across the disciplines.  
This set of assessments would allow more curriculum flexibility in how to meet the 
standards.  Sometimes these sets of evidence are organized into structured portfolios that 
require specific tasks in each content area, scored with common rubrics and moderation.    
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• A mixed model could combine elements of both course- and standards-driven models, 
allowing some demonstrations of proficiency to occur in any one of a range of courses 
(rather than a single, predetermined course) or even outside the bounds of a course, like the 
efforts by some states to allow students to pass courses via demonstrations of competence 
rather than seat time.  Such a system could also include specific components intended to 
develop and display research and inquiry skills that might also be interdisciplinary, such as 
the Project Work requirements in England, Singapore, and the International Baccalaurate, 
and the Senior Project requirements in Pennsylvania and Ohio.  

 
Any of these approaches (either course based, as part of a certification system, or standards-
based, as part of a proficiency system) could be the basis for a set of assessments developed for 
Career and Technical Education. This might be the topic of a separate consortium or of a 
subgroup within an overarching consortium.   
 
Bidders should be prepared to describe how states working within the Consortium will:  
 

• Adopt and augment the Common Core standards as appropriate to their context.  
• Create and deploy curriculum frameworks that address the standards—drawing on 

exemplars and tested curriculum models.    
• Build and manage an assessment system that includes both on-demand and classroom-

based assessments that evaluate the full range of standards and allow evaluation of 
student progress.  Consortia may develop joint summative assessments (commonly 
implemented by states) as well as other assessment tasks and items linked to the 
standards (and grounded in curriculum units) that can be incorporated into states’ 
individual assessment plans for formative or summative purposes.  

• Develop rubrics that embody the standards, and clear examples of good work, 
benchmarked to performance standards.   

• Create oversight / moderation / audit systems for ensuring the comparability of locally 
managed and scored assessment components. 

• Ensure that teacher and leader education and development infuse knowledge of learning, 
curriculum, and assessment.  

• Implement high-quality professional learning that includes examination of student work, 
curriculum and assessment development, and moderated scoring. 

• Develop communication plans and materials to enable parents, stakeholders, and the 
general public to understand the new assessments and their meaning. 

 
Bidders should also describe how LEAs and schools will:  
 

• Examine the standards and evaluate current curriculum, assessment, and instructional 
practice in light of the standards. 

• Evaluate state curriculum guidance, and further develop and adapt curriculum to support 
local student learning, select and augment curriculum materials, and continually evaluate 
and revise curriculum in light of student learning outcomes. 

• Incorporate formative assessments into the curriculum, organized around the standards, 
curriculum, and learning sequences to inform teaching and student learning.   
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• Participate in administering and scoring relevant portions of the on-demand and 
curriculum-embedded components of the assessment system, and examining student 
work and outcomes.   

• Help design and engage in professional development around learning, teaching, 
curriculum, & assessment.   

• Engage in review and moderation processes to examine assessments and student work, 
within and beyond the school. 

• Create processes for explaining the new assessment system and for increasing public 
understanding of the assessments and their results.  

 
In addition, Consortia should be prepared to develop technology platforms to support the 
assessment system.  Bidders should be prepared to describe how they will develop technology to 
deliver assessments; to support technology-based tasks; to score results and/or support scoring 
through the training and calibration of scorers and moderation of scores, as well as to aggregate 
results in ways that support reporting and research about the responses.  Bidders should also be 
prepared to provide information about how they will use technology and other strategies 
(economies of scale from multiple states, advanced scoring systems) to create cost savings that 
render the final system feasible and affordable.  
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Larry Berger 
CEO and Co-Founder 
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U.S. Department of Education Public Meeting  
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Prepared Remarks 

 
Good morning.  My name is Larry Berger and I am the CEO and co-founder of Wireless 

Generation.  Wireless helps more than 200,000 teachers assess 3 million students in all 50 

states.  Our most recent product uses formative assessment data to provide students with 

optimized curricula based on individual needs.  Wireless Generation also helped to create the 

country’s largest and most comprehensive instructional improvement system for the NYC 

public schools.  Currently, we are working with several researchers to invent a more curriculum-

driven approach to summative assessment that we hope will contribute to the Race To The Top 

Assessment program.   

I am likely to disagree with much of what my admittedly more knowledgeable 

colleagues say today because I believe strongly that there is a vast disconnect between the 

sorts of procurement schemes likely to be discussed today and the aspirations of the 

Assessment program. 

Robert Mislevy characterized “the test theory that dominates educational measurement 

today as the application of 20th century statistics to 19th century psychology."  The 

mechanically-scored, multiple-choice bubble sheet dates to 1937, the #2 pencil to 1870.  The 

Race To The Top Assessment Program is our moment to race into the 21st century with an 

updated understanding of how we learn, with data that matter, and with technologies that are 

poised to deliver fundamental changes in teaching, learning, and assessing.   
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This program invites meaningful innovation in numerous dimensions of assessment: 

• New and better items, item types, and approaches to test construction; 

• Assessment at different times of year, more often, and more embedded;  

• New relationships between common standards, curriculum, and assessment; 

• New affordances for assessing special populations; and 

• New technological platforms. 

Innovating on so many fronts at once creates exponential, rather than simply additional, 

levels of difficulty.   For this to be the practical, large scale breakthrough we seek, all of these 

complex elements will need to be woven together seamlessly into something that teachers are 

eager to use.   

The Race To The Top and the states who will lead it are seeking to buy something that 

does not yet exist, something that has yet to be designed.  We may therefore need a new kind 

of procurement that creates a space in which this kind of design can happen. 

While I am not an expert on procurement law, I do spend my days working with 

educators and education agencies trying to expand the boundaries of educational design.  From 

this experience, I have become convinced of what I call “the 50 hour rule,” which asserts that 

you need a team (in this case a team of teachers, principals, scholars, administrators, designers, 

engineers, statisticians and user interface experts) to put in at least 50 hours shoulder-to-

shoulder at the whiteboard defining the needs, shaping a vision, and prototyping solutions 

before you really understand the top toward which you could be racing and the path you want 

to take there.  The 50 hour rule is informally confirmed by my observations of the leading 

innovation efforts in education including the SERP program at the National Academies, the 
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Design, Educational Engineering, and Development program that Tony Bryk is leading at the 

Carnegie Foundation for the Advancement of Teaching, and the PEER effort at the Institute for 

Learning. 

The timing of this need for collaborative design runs up against the procurement 

problem I raised during an earlier public meeting and that hangs over this whole process:  that 

the procurement rules in some states seem to work against doing collaborative design with 

state agencies.   Depending on widely-varying and uncertain state law, the work one might do 

to generate ideas with a state might preclude one from doing further work should the state 

obtain federal funding and solicit bids.  This is a policy problem that threatens both the success 

of the federal government’s program and state education goals.  In some cases it is not just a 

matter of when the 50 hours can happen.  It is a matter of whether they can happen at all. 

There are, as my co-panelists today have discussed, ways to solicit information in a 

procurement process – and those are certainly helpful.   But none of the methods easily fits the 

intensity of the collaboration between the private sector, the public sector, the research sector, 

and the technology sector that this moment calls for.   

I have only one slide today.  It addresses the question at the heart of my testimony:  

when could the 50 hours of collaborative design take place in the Race To The Top Assessment 

Program? 

The timeline in this slide outlines what I take to be the likely steps in the Race To The 

Program.  I think we have a few options about when this moment of collaborative design could 

happen.  My humble proposal is that it might be enabled by creating a modified kind of 
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procurement that I’ll call an“RFC” – Request for Collaboration.   You might think of it as a 

“design bake-off.”    

Here’s how it could work.   A state or states would issue the RFC, and potential partners 

would respond by submitting sketchbooks or other summaries of their initial design ideas, 

accompanied by a description of their organizational capacities.  On the basis of those 

submissions, the state or each consortium of states would short-list a small number of likely 

candidates, and go through the 50-hour collaborative design process with each. The results of 

those sessions would then help inform the selection of partners to do the implementation 

work, assuming the resulting proposal wins RTT funding.  Participating in multiple fifty hour 

processes is a lot of time for a busy state, but it is a tiny fraction of the overall time a state 

invests in its assessment programs.  And the time spent will be immensely valuable as a way to 

expand the thinking that all of us in the room do. 

The slide I have prepared illustrates when the RFC might take place.  The RFC could happen 

here, at the beginning of the process.  This would make sure that states really understand their 

options and clarify their needs before joining a consortium.  Or it could happen here, after 

states have defined their needs and affiliated, but in time to shape a breakthrough vision and 

pick external partners in time for their proposal to the feds.  Or it could happen here, after 

states have defined their vision in some other way.  It is this third one that I am dubious about.  

It worked for earlier consortia when there wasn’t as much demand for breakthrough design 

innovations, but I think this would be too late in the process to achieve the aspirations of the 

Race To The Top Assessment program. 

I think we want this to happen as early in the process as possible. 



5 
 

Doing so offers a way to arrive at clarity, transparency and deep collaboration.  We need 

much greater clarity for innovators about how states expect their procurement rules to apply.  

We need transparency so that the formation of consortia is not a result of back room deals but 

instead takes place in an open marketplace of ideas.  And we need a model of procurement 

that allows time and opportunity for collaboration so that innovation in design can remain at 

the heart of this race. 

I would like to touch briefly upon the important question of how to continue fostering 

innovation after the initial design phase of the Assessment competition closes.  Continued 

innovation is particularly challenging in light of the fact that neither the federal government nor 

a State is likely to have the resources to fund it fully.  Nor should government be required to 

carry this burden alone.  Rather, the Assessment program should create sufficient incentives for 

the business community to partner with government in making healthy, ongoing investments in 

innovation.  

 Although the Department need not prescribe a particular intellectual property scheme 

or business model to foster sustained innovation, it should reward creative solutions to this 

challenge.  And it should do so with the knowledge that different models of intellectual 

property ownership will likely result in different consequences.  

 For example, a consortium might take a fully “open-source” approach by putting all 

assessment items and developed technology under an open source license.  Although this 

approach would allow parties other than the original developer to use and build upon the 

consortia’s work, it could limit the amount of investment any one developer is willing to put 

into the project.   
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 Another consortium might “open source” only content – perhaps assessment items or 

lessons – while permitting the developer to maintain rights to the technology platform.  This 

approach could incentivize companies to invest and innovate now and later, as they look 

forward to returns at a later date.  

 Yet another consortium might build a fully “closed” platform of assessment items and 

technology, while providing an open “innovation zone” for Application Programming Interfaces 

(APIs) or similar opportunities for third parties to extend and enhance the platform. 

 There are other models, and each of them has benefits and disadvantages.  The bottom 

line should be that the government’s program both inspires the most creative and innovative 

solutions and encourages non-government entities to invest in creating ever more innovative 

approaches to the education challenges our country faces. 

Thank you. 
 

* * * 
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Linda Darling-Hammond 
 

 Good afternoon.  My name is Linda Darling-Hammond.   I am a professor at Stanford 

University and co-director of the Stanford Center for Opportunity Policy in Education and the 

School Redesign Network.  I have conducted extensive research on assessment systems in the 

United States and abroad, and have been involved in the development of student and teacher 

assessment programs in a number of states, including CA, NY, and Ohio.  I am currently leading 

a project, sponsored by the Ford Foundation and the Nellie Mae Educational Foundation, which 

synthesizes what we have learned in the U.S. and other nations about how to design, score, and 

manage performance assessment systems that are valid, reliable, feasible, and affordable.1   This 

project has sponsored a set of 7 papers that will be released at the end of March, 2010.  

 Along with my comments today, I will be submitting three papers2 from that set of 

studies that describe 1) the operations of performance assessment systems in high-achieving 

countries, 2) technical advances in performance assessments in the U.S. over the last 20 years 

that allow us to create more valid, reliable, and affordable assessment tools; and 3) cost estimates 

that illustrate how to make rich, performance-based assessments affordable in an integrated 

system that supports teaching and learning.  In this brief time, I want to make three key points.   
                                                 
1 That study is guided by a technical advisory panel of assessment experts, education leaders, and policy analysts, 
including: Stanford Professors Dr. Richard Shavelson (chair) and Dr. Edward Haertel; NAS Education Director, Dr. 
Michael Feuer; University of Colorado Professor and former NAE president Lorrie Shepard; UCLA Professor and 
head of CRESST, Dr. Eva Baker; former Commissioner of Rhode Island, Peter McWalters; former Commissioner of 
New Hampshire and current Nellie Mae president, Nick Donohue; policy analysts  Jack Jennings and Christopher 
Cross; Council of Chief State School Officers executive director, Gene Wilhoit; and National Association of State 
Boards of Education executive director, Brenda Wellburn. 
 
2 Linda Darling-Hammond, Benchmarking Learning Systems:Student Performance Assessment in International 
Context (in press); Suzanne Lane, Performance Assessment: The State of the Art (in press); The Assessment 
Solutions Group, The Cost of New Higher Quality Assessments:  A Comprehensive Analysis of the Potential Costs 
for Future State Assessments (in press).  
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 First: Creating a system that routinely incorporates performance-based components in 

both the formative and summative aspects of our assessment systems is essential to improving 

the quality of teaching and learning in our schools.  Students will not learn to become strong 

writers and communicators, researchers and investigators, problem framers and solvers, thinkers 

and producers of ideas and products if they do not have opportunities and expectations to engage 

in these activities on a regular basis.  These kinds of activities are a substantial and growing 

component of the assessment systems in high-achieving nations like Finland, the Netherlands, 

Hong Kong, Singapore, Australia, New Zealand, and the U.K, among others.   

I coined the term “through-course assessments” at the Boston assessment panel meeting 

in describing what these nations do, largely to make the point that their assessments are typically 

not only “end of course” tests, but a set of assessments that include – in addition to a sit down 

test at the end of the year -- curriculum-embedded performance tasks which count as part of the 

summative judgment.  These include science labs and investigations, research papers, a variety 

of written tasks across genres (e.g. persuasive essays, responses to literature, creative writing), 

applied mathematics tasks, and so on.   These elements that I called “through-course” 

assessments are not mini-tests that are used to predict success on the final test (as are many of the 

narrow interim or benchmark tests that are currently in use in the U.S.)  They are tasks that 

represent the central modes of inquiry  in a discipline; that are valid and authentic measures of 

how knowledge and skills will be used outside of school; and that are designed to ensure that 

students have rich learning opportunities, teachers have good models and a rich evidence base to 

inform their planning and teaching, and the full range of standards are measured.   

If the phrase College and Career-Ready skills means anything, it must include these 

abilities that are the core expectations of universities and employers in the knowledge industries 
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that are growing most rapidly.  Teaching and learning focused on multiple-choice and short 

answer tests that emphasize recall and recognition rather than analysis, synthesis, and production 

will not help students develop these skills, and we have substantial evidence that these are the 

very skills our students are furthest behind in developing relative to students in high-achieving 

nations. Furthermore, we have evidence that the use of performance-based assessments, 

grounded in a curriculum that requires writing, analysis, investigation, and problem solving, 

change teaching and learning in ways that help students master these abilities.  This research is 

summarized in a paper I authored that will be submitted with my comments.   

 Second: Creating such a system is much more feasible that it once was.  Since the early 

1990s, there have been substantial advances in our understanding of how to design tasks and 

scoring systems so that they measure what is intended, and are generalizable, and scorable in 

comparable ways.  We have seen large advances in technology that allow both for more efficient 

delivery of performance tasks to students and teachers and for more consistent, effective, and 

affordable scoring by both teachers and by computers.  These advances are described in a paper 

by Suzanne Lane that I am submitting along with my comments today.  

 Third: Such a system – which will net great benefits for instruction that cannot be secured 

in other ways – is both cost-effective and can be made affordable through the economies of scale 

offered by state consortia, new uses of technologies, and thoughtful approaches to teacher 

scoring.  The cost implications of various approaches to building a system that includes 

significant performance components across a consortium of states are outlined in a paper that 

will be further discussed by John Olson this afternoon.  This cost modeling study uses carefully 

researched, real-world cost data to illustrate how it is possible to construct a formative and 
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summative assessment system that features performance-based items and tasks for less than what 

most states are spending on systems with much less instructional benefit today.   

 Among the several consortia that are currently forming, there are three that are working 

together to conceptualize and implement a balanced assessment system with performance-based 

components for both formative and summative assessment, and with shared instructional 

supports, that can take advantage of the affordances of technology.  There is great energy in the 

field to move learning forward in significant ways.  The time is ripe for major breakthroughs in 

assessment in this country if the US DOE reaches for a truly higher standard.   
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Benchmarking Learning Systems: 

Student Performance Assessment in International Context 

Linda Darling-Hammond 
With the Assistance of Laura Wentworth 

 
Stanford University  

Abstract: High-performing nations integrate curriculum, instruction, and 
assessment to improve both teaching and learning. As a large and increasing part 
of their examination systems, they use open-ended performance tasks and school-
based assessments to give students opportunities to develop 21st century skills:  
the abilities to find and organize information to solve problems, frame and 
conduct investigations, analyze and synthesize data, and apply learning to new 
situations.  This paper illustrates how several nations integrate these assessments 
into the curriculum to create stronger learning for both students and teachers, 
resulting in higher and more equitable achievement. 

 
 

Since the release of A Nation at Risk in 1983, the United States has launched a set 

of wide-ranging reforms with the intention of better preparing all children for the higher 

educational demands of life and work in the 21st century. All 50 states have developed 

standards for learning and tests to evaluate student progress. No Child Left Behind 

reinforced the use of test-based accountability to raise achievement, and scores have 

climbed on state tests used for accountability purposes, yet the U.S. has fallen further 

behind on international assessments of student learning since the law was passed in 2001. 

On the Program in International Student Assessment (PISA) tests in 2006, the 

U.S. ranked 25th of 30 OECD countries in mathematics and 21st of 30 in science, a 

decline in both raw scores and rankings from 3 years earlier.  (Reading scores were not 

reported, because of editing problems with the U.S. test.)   Furthermore, in each 

disciplinary area tested, U.S. students scored lowest on the problem-solving items.   The 

U.S. also had a much wider achievement gap than the most highly-ranked jurisdictions, 
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such as Finland, Canada, Australia, New Zealand, Hong Kong, Korea, and Japan.  

Singapore, which has not yet participated in PISA, places at the top of the international 

rankings on the International Education Assessments (TIMSS and PIRLS) where these 

other nations also excel, and shows a very narrow distribution of achievement, despite its 

multiethnic, multilingual, socioeconomically diverse population.   

It is worth noting that PISA assessments focus explicitly on 21st century skills, 

going beyond the question posed by most U.S. standardized tests, “Did students learn 

what we taught them?” to ask, “What can students do with what they have learned?” 

(Stage, 2005).  PISA defines literacy in mathematics, science, and reading as students’ 

abilities to apply what they know to new problems and situations.  This kind of higher-

order learning is increasingly emphasized in other nations’ assessment systems, but often 

discouraged by the multiple-choice tests most U.S. states have adopted.   

Policy discussions in Washington often refer to these rankings when emphasizing 

the need to create more “internationally competitive” standards by benchmarking 

expectations in the U.S. to those in high-performing nations. Typically, this means 

looking at topics that are taught at various grade levels in various countries. These 

analyses reveal that higher-achieving countries teach fewer topics more deeply each year; 

focus applications of knowledge, rather than recall of facts; and have a more thoughtful 

sequence of expectations based on developmental learning progressions within and across 

domains (Schmidt, Wang, & McKnight, 2005; Valverde & Schmidt, 2000).  

It is important to examine how these topics are taught and assessed — so that we 

understand how other countries’ education systems shape what students actually learn 

and can do. European and Asian nations that have steeply improved student learning have 
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focused explicitly on creating curriculum guidance and assessments that focus on the so-

called 21st-century skills: the abilities to find and organize information to solve 

problems, frame and conduct investigations, analyze and synthesize data, apply learning 

to new situations, self-monitor and improve one’s own learning and performance, 

communicate well in multiple forms, work in teams, and learn independently. 

Curriculum differences are reinforced by sharp divergence between the forms of 

testing used in the U.S. and those used in higher-achieving countries. Whereas U.S. tests 

rely primarily on multiple-choice items that evaluate recall and recognition of discrete 

facts, most high-achieving countries rely largely on open-ended items that require 

students to analyze, apply knowledge, and write extensively. Furthermore, these nations’ 

growing emphasis on project-based, inquiry-oriented learning has led to an increasing 

prominence for school-based tasks, which include research projects, science 

investigations, development of products, and reports or presentations about these efforts. 

These assessments, which are incorporated into the overall examination scoring system, 

influence the day-to-day work of teaching and learning, focusing it on the development of 

higher-order skills and use of knowledge to solve problems. 

Smaller countries often have a system of national standards that are sometimes — 

though not always — accompanied by national tests in the upper grades. Top-ranking 

Finland uses local assessments almost exclusively to evaluate its national standards and 

manages a voluntary national assessment for college admissions at only one grade level. 

Larger nations — like Canada, Australia, and China — have state- or provincial-level 

standards, and their assessment systems are typically a blend of state and local 

assessments. Managing assessment at the state rather than national level, where it remains 
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relatively close to the schools, turns out to be an important way of enabling strong teacher 

participation and ensuring high-quality local assessments that can be moderated to ensure 

consistency in scoring. 

In many cases, local assessments complement centralized “on-demand” tests, 

constituting up to 60% of the final examination score. Tasks are mapped to the standards 

or syllabus for the subject and are selected because they represent critical skills, topics, 

and concepts. They are often outlined in the curriculum guide, but they are generally 

designed, administered, and scored locally, based on common specifications and 

evaluation criteria. Whether locally or centrally developed, decisions about when to 

undertake these tasks are made at the classroom level, so they are used when appropriate 

for students’ learning process and teachers can get information and provide feedback as 

needed, something that traditional standardized tests cannot do. In addition, as teachers 

use and evaluate these tasks, they become more knowledgeable about both the standards 

and how to teach to them and about their students’ learning needs. Thus, the process 

improves the quality of teaching and learning. 

Like the behind-the-wheel test given for all new drivers, these performance 

assessments evaluate what students can actually do, not just what they know. The road 

test not only reveals some important things about drivers’ skills; preparation for the test 

also helps improve those skills as novice drivers practice to get better. In the same way, 

performance assessments set a standard toward which everyone must work. The task and 

the standards are not secret, so teachers and students know what skills they need to 

develop and how they will need to be demonstrated. 
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Finally, these countries typically do not use their examination systems to punish 

schools or to deny diplomas to students. Following the problems that resulted from the 

Thatcher government’s use of test-based school rankings, which caused a narrowing of 

the curriculum and widespread exclusions of students from school (Rustique-Forrester, 

2005), several countries enacted legislation precluding the use of test results for school 

rankings. High school examinations provide information for higher education, vocational 

training, and employment, and students often choose areas in which they will be 

examined, as a means of demonstrating their qualifications. Because the systems are 

focused on using information for users of the system and for curriculum improvement, 

rather than sanctions, governments can set higher standards and work with schools to 

achieve them, rather than devising tests and setting cut scores at a minimal level to avoid 

dysfunctional side-effects. 

In this paper, we examine the assessment systems of several high-achieving 

education systems: two Scandinavian nations — Finland and Sweden — plus a group of 

English-speaking jurisdictions that have some shared approaches to assessment, as well 

as some interesting variations — Australia, Hong Kong, Singapore, and the United 

Kingdom. In addition, we describe the International Baccalaureate system, which is now 

used in many U.S. schools as well as schools around the world.  (A summary of 

assessment system features is included in Table 1 below.)  These examples provide 

interesting lessons about how assessments can be linked to curriculum and integrated into 

the instructional process to shape and improve learning for students and teachers alike.
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Table 1: Examples of International Assessment Systems 

Country/ State Description of  Core System What kinds of 
assessments are used? 

Who designs and grades the assessments? 

FINLAND Student performance is evaluated on a sample basis by the 
Finnish education authorities at the end of 2nd and 9th 
grades to inform curriculum and school investments.  
 
All other assessments are designed and managed locally, 
based on the national curriculum.  

National 
− Problems and written 

tasks that ask students 
to apply their thinking 

School-based 
− Research tasks, 

Presentations, & 
demonstrations 

National 
− Designed by teachers through the Finnish Ministry of Education. 

Graded by teachers.  
 
School-based 
-- Teachers design and grade tasks based on recommended 
assessment criteria and benchmarks for each subject and grade 
within the national core curriculum.     

A voluntary matriculation examination is taken by most 
students to provide information to colleges.  Students 
choose which subjects they will sit for (usually at least 
four), with the test in the students’ mother tongue being 
compulsory.   

The tests use mostly 
open-ended questions to 
evaluate skills including 
problem solving, analysis, 
and writing  

The exam is administered, organized and evaluated by The 
Matriculation Exam Board appointed by the Finnish Ministry of 
Education. Teachers grade the matriculation exams locally by using 
the official guidelines and samples of the grades are re-examined by 
professional raters hired by the Exam Board. 

SWEDEN Students take faculty-designed, nationally approved 
examinations in year 9 and in the last two years of upper 
secondary school in Swedish, Swedish as a Second 
Language, English, and Mathematics. Teachers use these 
assessments as one factor in determining students’ grades 
at year 9, along with course grades and local assessments.  
In some cases, local regulations require schools to give an 
examination in year 5 in these same subjects.   
 
All other assessments are designed and managed locally. 
Teachers weight information from classroom work and 
assessments they design to determine whether students 
met the objectives of the national syllabus.  

National 
-- Open-ended tasks 
requiring analysis of 
materials or problems, 
and written responses; 
materials may be given in 
advance of the test. 
 
School-based 
-- Coursework, research 
projects, diagnostic tasks, 
essays, problem sets 

National 
-- University faculty, with secondary teachers, design the tasks for 
the national exams at year 9 and the Upper Secondary level.  
Teachers grade the assessments during time set aside by regional 
authorities to calibrate grading practices to minimize variation 
across the region.  They incorporate these scores into their grades 
for their courses.  
 
School-based 
-- Teachers design, administer, and grade tasks based on the 
national curriculum and syllabi, which outline “objectives to 
achieve” in each subject.  Diagnostic materials for assessing 
syllabus goals are made available on an optional basis. 

ENGLAND National curriculum assessments are enacted primarily as  
guidance for school-based formative and progress 
assessments conducted by teachers.  A mandatory set of 
assessments at ages 7 and 11 includes externally 
developed tasks and observation scales implemented by 
teachers. Teachers choose which tasks and tests to use and 
when to use them, within certain parameters.  
 
Assessments for primary school are designed and managed 
locally, based on the national curriculum and guidance 
provided through the Assessing Pupil Progress (APP) 
program. 

National 
-- Observation scales 
completed by teachers 
regarding pupils’ work 
and performance on 
specific kinds of tasks; 
written, oral, and 
performance tasks & tests 
School-based 
-- Coursework, tests, 
projects, essays  

National  
-- The Qualifications and Curriculum Authority (QCA) manages 
develops the national assessments, which are implemented scored 
by teachers, and a range of guidance and supports for in-school 
assessment. 
School-based 
-- Teachers evaluate student performance and work samples based 
on the national curriculum and syllabi. Extensive guidance for 
documenting pupil performance and progress, with indicators 
showing relationships to national standards are provided through 
the Assessing Pupils’ Progress project.  Regional authorities 
support teacher training for assessment and in-school moderation.  
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Most students voluntarily take a set of exams at year 11 
(age 16) to achieve their General Certificate of Secondary 
Education (GCSE). If they take advanced courses, they 
may later take A-level exams, which provide information 
to universities.  Students choose the exams they will take 
based on their interests and areas of expertise.  About 75% 
of the exam grade is based on externally developed tests & 
25% is school-based.   

National 
-- Essays and open-ended 
problem solutions, oral 
language assessments 
 
School-based 
-  Coursework, tests, 
projects 

National 
-- External exams are designed and graded by examining groups  
serving different schools (e.g. Oxford Cambridge, Ed Excel, the 
Assessments and Qualifications Alliance). 
 
School-based 
-- Teachers develop and score school-based components based on 
the syllabus.   

SINGAPORE External examinations are given at the end of primary 
school (grade 6) in mathematics, science, English, and 
mother tongue (Malay, Chinese, or Tamil). Results are 
used to guide course placements in secondary school.  
 
All other assessments are school-based. 

National  
--Short and long open-
ended responses 
School-based 
− Coursework, research 

projects, investigations 

National  
-- The Singapore Education Assessment Board designs the 
assessments and manages the assessment system.   
School-based 
− Designed and graded by the classroom teacher in response to the 

syllabus.  
After four years of secondary school, students take the 
GCE N- or O-level examinations.  Students choose the 
elective subject areas in which they want to be examined. 
Exams have school-based components that comprise up to 
20% of the final score. Results are used as information for 
postsecondary education. GCE A-level examinations may 
be taken after two years of tertiary education.  

National  
-- Short and long open-
ended responses and 
multiple-choice items 
School-based 
-- Research projects,  
laboratory investigations 
and experiments 

National 
-- The Singapore Education Assessment Board manages the 
assessment system.  The GCE examinations are developed by the 
Cambridge International Examinations Group. 
School-based 
-- Teachers develop, implement, and score projects and other 
products that complement the external examinations.  

HONG KONG The Hong Kong Territory-wide System Assessments occur 
at the equivalent of Grades 3, 6, and 9 in Chinese, English, 
and mathematics.  The test is matrix-sampled, and results 
are reported to schools, but not publicly.  Results are not 
reported for individual students.  The goal is to inform 
curriculum planning within schools and to enable the 
government to assist schools that are struggling. 
 
An on-line bank of tasks is also available for teachers to 
use for diagnostic assessment of individual students. 

Territory-Wide 
-- TSA items are written 
and oral open-ended items 
and tasks.  
 
School-based 
-- Essays,  research 
projects, investigations 

Territory-Wide 
-- Assessments are developed by the Hong Kong Education 
Examinations Authority and are scored  
 
School-based 
-- Assessments are developed and scored by teachers.  The 
Education Bureau encourages schools to develop multiple forms of 
assessment including projects, portfolios, and observations as well 
as tests, and looks for the variety of assessments in the performance 
indicators used for school evaluation.  

The Hong Kong Certificate of Education Examinations are 
taken at the end of secondary school to provide 
information to universities and employers.  Students 
choose the areas they will sit for, beyond Chinese, English, 
mathematics, and liberal studies.  These exams and the 
Diploma of Secondary Education that will replace them in 
2012 include school-based assessments, comprising from 
10% to 50% of the examination score.   

Territory-Wide 
-- Written, speaking, and 
listening tasks 
 
School-based 
-- Projects, portfolios, lab 
experiments, reading 
activities, oral tasks 

Territory-Wide 
-- Assessments are developed by teachers and higher education 
faculty, and scored by teachers who are trained as assessors.   Tests 
are allocated randomly to scorers, and essay responses are typically 
rated by two independent scorers.  
School-Based 
-- School-based assessments are designed, administered, and scored 
by teachers in response to syllabus guidelines.  Results are 
statistically moderated to ensure comparability within the province.  
The assessments are internationally benchmarked, through the 
evaluation of sample student papers, to peg the results to those in 
other countries.   
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AUSTRALIA At the national level, a literacy and numeracy assessment 
is given at grades 3, 5, 7, and 9.  States and localities 
manage their own assessment systems.  

National  
-- Multiple-choice, short-
answer, and extended 
written responses 

National 
-- Designed, administered, and scored by the Curriculum 
Corporation with questions and prompts contributed by state 
education agencies. 

QUEENSLAND, 
AUSTRALIA 

All additional assessments are school-based, developed by 
teachers based on the national curriculum guidelines and 
state syllabi 
 
On an optional basis, schools may draw on a bank of 
“Rich Tasks” from the New Basics project that can be 
administered across grade levels and scored at the local 
level, with moderation. 
 

School-based 
-- Open-ended papers, 
projects, and inquiries 
 
-- Rich tasks are complex, 
interdisciplinary tasks 
requiring research, 
writing, and the 
development of multi-
faceted products 

School-based 
-- Assessments are developed, administered and scored by teachers.  
Scoring is moderated by regional panels of teachers and professors 
that examine scored portfolios of student work representing each 
score point from each grade level from each school.  A state panel 
also looks at specimens across schools as well.  Based on these 
moderation processes, schools are given instructions to adjust 
grades for comparability. 
 
-- Rich-tasks are developed by teachers with assessment 
developers; they are accompanied by scoring rubrics and 
moderation processes by which the quality of student work and 
scoring can be evaluated. 

VICTORIA, 
AUSTRALIA 
 

All additional assessments are school-based until 11th and 
12th grades, when students choose to take exams in 
different subject areas as part of the Victorian Certificate 
of Education (VCE), used to provide information to 
universities and employers.  The VCE exams have both 
external and school-based components.  At least 50% of 
the total examination score is comprised of required 
classroom-based assignments and assessments given 
throughout the school year.    

State VCE  
-- Multiple-choice (25%) 
and open-ended (75%) 
written, oral, and 
performance elements  
School-based   
-- Lab experiments, essay, 
research papers and 
presentations  

The Victoria Curriculum and Assessment Authority (VCAA) 
establishes courses in a wide range of studies, oversees the 
development of the external examinations by teachers and 
university faculty, and ensures the quality of the school-assessed 
component of the VCE. Teachers score the open-ended items on the 
external exam and design and score the classroom-based 
assessments in response to syllabus guidelines.   The quality of the 
tasks assigned by teachers, the work done by students, and the 
appropriateness of the grades and feedback given to students are 
audited through an inspection system, and schools are given 
feedback on all of these elements.  In addition, the VCAA uses 
statistical moderation based on the external exam scores to ensure 
that the same assessment standards are applied to students across 
schools, adjusting the level and spread of each school’s assessments 
to match that on the common exam. 

INTERNATIONAL 
BACCALAUREATE 

The International Baccalaureate (IB) Diploma Program, a 
program for students in grades 11 and 12 that is used 
worldwide, assesses students using school-based 
assessments throughout the two-year program and 
externally-developed exams at the end of the two-year 
program.   School-based assessments comprise 20 to 50% 
of the examination score for each subject.  

External (IB-developed)  
-- Essays, open-ended 
problem solutions, short 
answer  and multiple-
choice items 
School-based 
− Speeches, projects, 
portfolio, presentations, 
investigations, labs, 
artistic performances 

External  
-- Designed, administered, and graded by trained IB examiners 
(usually current or former teachers).  
 
School-based 
− Designed and graded by the classroom teacher based on a 

common syllabus and scoring criteria.  
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Finland 

Finland has been a poster child for school improvement since it rapidly climbed to 

the top of the international rankings after it emerged from the Soviet Union’s shadow. It 

now ranks first among all the OECD nations on the PISA assessments in mathematics, 

science, and reading.  Leaders in Finland attribute these gains to their intensive 

investments in teacher education and major overhaul of the curriculum and assessment 

system. Prospective teachers are competitively selected from the pool of college 

graduates and receive a three-year graduate-level teacher preparation program, entirely 

free of charge and with a living stipend. Their master’s degree program includes both 

extensive coursework on how to teach – with a dual focus on inquiry-oriented teaching 

and teaching that meets the needs of diverse learners – plus at least a full year of clinical 

experience in a school associated with the university.  Preparation includes a strong focus 

on how to use formative performance assessments in the service of student learning 

(Laukkanen, 2008; Buchberger & Buchberger, date).  

Policy makers decided that if they invested in very skillful teachers, they could 

allow local schools more autonomy to decide what and how to teach — a reaction against 

the highly centralized system they sought to overhaul. Finland’s national core curriculum 

is a much leaner document, reduced from hundreds of pages of highly specific 

prescriptions to descriptions of a small number of skills and core concepts each year. (For 

example, about 10 pages describe the full set of math standards for all grades.) This 

guides teachers in collectively developing local curricula and assessments that encourage 

students to be active learners who can find, analyze, and use information to solve 

problems in novel situations. 
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There are no external standardized tests used to rank students or schools.  

Although it may seem counterintuitive to Americans accustomed to external testing as a 

means of accountability, Finland’s leaders point to its use of school-based, student-

centered, open-ended tasks embedded in the curriculum as an important reason for the 

nation’s extraordinary success on international exams (Lavonen, 2008; Finnish National 

Board of Education, 2007).  School-level samples of student performance are evaluated 

periodically by the Finnish education authorities, generally at the end of the 2nd and 9th 

grades, to inform curriculum and school investments. All other assessments are designed 

and managed locally.  The national core curriculum provides teachers with recommended 

assessment criteria for specific grades in each subject and in the overall final assessment 

of student progress each year (Finnish National Board of Education, June 2008).  Local 

schools and teacher then use those guidelines to craft a more detailed curriculum and set 

of learning outcomes at each school as well as approaches to assessing benchmarks in the 

curriculum (Finnish National Board of Education, June 2008).  Teachers are treated as 

“pedagogical experts” who have extensive decision-making authority in the areas of 

curriculum and assessment as in other areas of school policy and management (Finnish 

National Board of Education, April 2008).  

According to the Finnish National Board of Education (June 2008), the main 

purpose of assessing students is to guide and encourage students’ own reflection and self-

assessment. Consequently, on-going feedback from the teacher is very important. 

Teachers give students formative and summative reports both through verbal feedback 

and on a numerical scale based on students’ level of performance in relation to the 

objectives of the curriculum. All Finnish schools use a grading scale of 4–10, where 5 is 
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“adequate” and 10 is “excellent.”  The recommended assessment criteria are shaped 

around the grade of 8 or “good.” Teachers’ reports must be based on multiple forms of 

assessment, not only exams. Schools are responsible for giving basic education 

certificates for completing the different milestones of comprehensive school up to 9th 

grade and additional classes prior to university (European Commission, 2007/2008). 

Finland uses assessments to cultivate students’ active learning skills by asking 

open-ended questions and helping students address these problems. In a Finnish 

classroom, teachers rarely stand at the front of a classroom lecturing students for 50 

minutes. Instead, students are generally engaged in independent or group projects, often 

choosing tasks to work on and setting their own targets with teachers, who serve as 

coaches (Korpela, 2004).  The cultivation of independence and active learning 

encourages students to develop problem solving and metacognitive skills. 

Most Finnish students take a set of voluntary matriculation examinations that 

provide information for university admissions based on students’ abilities to apply 

problem solving, analytic and writing skills. University and high school faculty members 

construct the examinations – which are composed of open-ended essays and problem 

solutions – under the guidance of the Matriculation Exam Board, which is appointed by 

the Finnish Ministry of Education to organize, manage, and administer the exam (The 

Finnish Matriculation Examination, 2008). The Board members (about forty in number) 

are faculty and curriculum experts in the subject areas tested, nominated by universities 

and the National Board of Education. More than 300 associate members – also typically 

high school and college faculty – help develop and review the tests.  High school teachers 
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grade the matriculation exams locally using official guidelines, and samples of the grades 

are re-examined by professional raters hired by the Board (Kaftandjieva & Takala, 2002).   

Students take at least four exams, with the test in the students’ mother tongue 

(Finnish, Swedish, or Saami) being compulsory.  These tests have a textual skills section, 

that evaluates students’ analytic skills and linguistic expression, and an essay that focuses 

on the development of thinking, linguistic expression and coherency. They then choose 

three other tests from among the following: the test in the second national language, a 

foreign language test, the mathematics test, and one or more tests from the general studies 

battery of tests in the sciences and humanities (e.g. religion, ethics, philosophy, 

psychology, history, social studies, physics, chemistry, biology, geography, and health 

education).  The tests also incorporate questions which cross disciplinary boundaries. 

It is interesting to note that this system assumes that all students aiming for 

college (who comprise a majority of will be at least bi-lingual and many will be tri-

lingual. The language tests evaluate listening and reading comprehension as well as 

writing in the language in question. 

In addition to choices of which tests to take, students make choices of which 

items to answer within the exams.  In the general battery, they are generally given a set of 

questions or prompts from which they must respond to six or eight of their choice. On the 

mathematics test, there are 15 or so problems from which they must choose 10 to answer.  

Problems require critical thinking and modeling, as well as straightforward problem-

solving.  For example, the Basic mathematics exam poses this problem:  

A solution of salt and water contains 25 per cent salt. Diluted solutions are 
obtained by adding water. How much water must be added to one kilogram of the 
original solution in order to obtain a 10 per cent solution? Work out a graphic 
representation which gives the amount of water to be added in order to get a 
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solution with 2–25 % of salt. The amount of water (in kilograms) to be added to 
one kilogram of the original solution must be on the horizontal axis; the salt 
content of the new solution as a percentage must be on the vertical axis. 

 
And the Advanced mathematics exam poses this one: 
 

In a society the growth of the standard of living is inversely proportional to the 
standard of living already gained, i.e. the higher the standard of living is, the less 
willingness there is to raise it further. Form a differential-equation-based model 
describing the standard of living and solve it. Does the standard of living rise 
forever? Is the rate of change increasing or decreasing? Does the standard of 
living approach some constant level? 
 

 Assessment is used in Finland to cultivate students’ active learning skills by 

posing complex problems and helping students address these problems. For example,  

in a Finnish classroom, it is rare to see a teacher standing at the front of a classroom 

lecturing students for fifty minutes.  Instead, in Finnish schools, students are likely to 

determine their own weekly targets with their teachers in specific subject areas and 

choose the tasks they will work on at their own pace.  A description of a Finnish school 

(Korpela, 2004) illustrates how students are likely to be walking around, rotating through 

workshops or gathering information, asking questions of their teacher, and working with 

other students in small groups.  They may be focusing on completing independent or 

group projects or writing articles for their own magazine.  The cultivation of 

independence and active learning allows students to focus on broad knowledge with 

emphasis on skills like analytical thinking, problem solving, and metacognitive skills that 

develop students’ thinking.  These types of skills, cultivated in Finnish classrooms, are 

increasingly emphasized on tests like the PISA, which seek to evaluate students’ 

capacities to think independently and creatively in applying knowledge (Lavonen, 2008). 
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Sweden 

 Over the past 40 years, Sweden’s national assessment system has, like Finland’s, 

shifted from a centralized system based on one test to a more localized system based on 

multiple forms of assessments. With this change, Sweden hoped to increase Upper 

Secondary school enrollment and provide more open-access to higher education.  Around 

1970, Sweden abolished its studentexamen, a nationally administered exit exam that 

ranked Upper Secondary students and placed them in higher education programs 

(European Commission, 2006-2007). The new policy intended to produce more valid and 

reliable evidence of whether students would succeed at the university level. Additionally, 

the country wanted to correct social and educational inequities caused by a one-size-fits-

all assessment system (Eckstein and Noah, 1993, p. 230). 

 Sweden’s national curriculum is adjusted for the local context.  In “Compulsory 

School,” ages 7 to 16, the common curriculum, which includes nationally approved 

syllabi for individual subjects, is adapted in each district to address local conditions 

(Swedish National Agency for Education, 2005).   In “Upper Secondary School,” ages 17 

to 20, Sweden has 17 subject matter curricula consisting of 3-year programs providing a 

general education and eligibility to study at the post-secondary or university level. The 

programs include eight core subjects (English, the arts, physical education and health, 

mathematics, general science, social studies, Swedish or Swedish as a second language, 

and religion) and a set of subject specific area like “the construction program” or “the 

business program” that combine general courses with specialized classes. The National 

Agency for Education determines the required courses for a national specialization and 

most of the programs require at least 15 weeks of workplace training outside of school. 
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 Sweden pairs its nationally outlined and locally implemented curriculum with 

multiple layers of assessment controlled by schools and teachers. Assessments in 

compulsory school consist of several components.  First, during each school term, the 

teacher, student, and parent meet to discuss the student’s learning and social development 

(Swedish National Agency for Education, 2005). Second, students receive grades from 

their teachers in each term of year 8 (age 15) and the end of the fall term of year 9 (age 

16). Teachers base their Year 9 grades on the goals in the syllabi, awarding grades of 

“pass”, “pass with distinction,” or “pass with special distinction” based on nationally 

approved assessment criteria (Swedish National Agency for Education, 2005).   

Third, schools can use a number of optional diagnostic materials to assess 

students in Swedish, Swedish as a Second Language, Mathematics, and English. The 

diagnostic materials help teachers assess students and support their learning.  The 

diagnostic materials in years 6 through 9 assess where students stand in relation to the 

goals set by the syllabi (Swedish National Agency for Education, 2005).  

Fourth, students take nationally approved examinations in year 9.  The exams 

assess the subjects of Swedish, Swedish as a Second Language, English, and 

Mathematics. Teachers use these assessments as one factor in determining students’ 

grades.  The exam at year 9 is compulsory for schools, but not for students.  Sweden uses 

the scores from the test to ensure the grades given by teachers compare to the national 

standards (Qualifications and Curriculum Authority, 2008). In some jurisdictions, schools 

give an examination at the end of year 5 in these same subjects.   

 Towards the end of their Upper Secondary schooling, Swedish students receive a 

grade in each course and a final grade or “learning certificate” that acts as a compilation 
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of all grades awarded for courses and projects completed by the student. Teachers keep 

extensive records of student progress, using three assessments to aid in their grading at 

the Upper Secondary school level: 1) coursework, 2) assessments designed by teachers 

based on the course syllabi, and 3) nationally approved examinations when grading the 

core subjects of Swedish, English and Mathematics, and selected other areas (Swedish 

National Agency for Education, 2005).   Regional education officials and schools provide 

time for teachers to calibrate their grading practices to minimize variation across the 

schools and across the region (Eckstein and Noah, 1993, p. 230). 

While university personnel produce the national exams at year 9 and at the Upper 

Secondary level, teachers help design the tasks and questions and grade the assessments 

(Eckstein and Noah, 1993; O’Donnell, 2004).  Teachers also design school-based 

assessments based on the nationally determined syllabi, which dictate the content of the 

coursework students complete in their classes (Qualifications and Curriculum Authority, 

2008a; O’Donnell, 2004, p. 23; Eckstein and Noah, 1993, p. 83-84). 

 The National School Board examinations administered during students’ 

compulsory and Upper Secondary schooling use an open-ended, authentic approach to 

assessing students.  The exam questions are grounded in real world contexts, asking 

students to use analytic skills and draw on content knowledge learned during their 

classes.  For example, Sweden’s native language test at the upper elementary school level 

asks students about a broad theme.  One year, the exam used the theme of “travel” and 

provided students with a contemporary poem, prose and poetry extracts from a variety of 

authors, a practical description of how to plan a trip, and data about travel presented in a 

set of texts, charts, and statistical tables.  Schools gave students materials a week in 
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advance, so students had time to review the materials. Students had five hours to write an 

essay on the topic of their choice that was evaluated on specific criteria emphasized in the 

syllabus from their course. The skills assessed included using appropriate language in 

certain circumstances, comprehending the different purposes of language, persuasive 

mechanisms, presenting information, as well as creative self expression, word choice and 

grammar (Eckstein and Noah, 1993, p. 119). 

 These examples from math assessments illustrate how questions are embedded in 

real-world contexts.  Here is an on-demand sample question from the grade 5 exam that 

asks students (aged 11-12) to grapple with a problem that they might have in their own 

lives, both weighing and balancing decisions as well as applying math knowledge: 

Carl bikes home from school at four o’clock. It takes about a quarter of an 
hour. In the evening he’s going back to school because the class is having 
a party. The party starts at 6 o’clock. Before the class party starts, Carl has 
to eat dinner. When he comes home, his grandmother calls, who is also his 
neighbor. She wants him to bring in her post before he bikes over to the 
class party. She also wants him to take her dog for a walk, then to come in 
and have a chat. What does Carl have time to do before the party begins? 
Write and describe below how you have reasoned (Pettersson, 2008).  

 
The mathematics exam from the Upper Secondary level also frames the questions 

in real world, tangible topics and formats. Students have almost 4 hours to answer 15 

questions. The first 10 questions require short answers and the last 5 questions require 

longer answers for which students show their work.  

Swedish Mathematics Exam at the Third Year of Upper Secondary 
Short Format Questions 
− A coffee blender mixed x kg of coffee costing a knoner/kg with y kg of coffee costing 

b kroner/kg. Give a formula for the price per kg of the blend. 
− In 1976 Lena had a monthly salary of 6,000 kr. By 1984 her salary had risen to 9,000 

kr. In current prices, her salary had risen by 50%. How large was the percent change 
in fixed prices? In 1976 the Consumer Price Index (CPI) was 382; in 1984 it was 818. 

Long Format Questions 
− A business paid into a pension fund at the beginning of every year a sum of 15,000 kr. 
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The fund has a yearly growth rate of 10%. The first payment was made in 1987 and 
the last will be in 2010. The pension fund will continue to grow until 2015. How 
much more will the business have in the fund at the beginning of 2015, if it pays in 
the same amount as above, but the rate of growth is 15%? 

(Eckstein & Noah, 1993, pp. 270-272).  
 

Australia 
 

Whereas smaller countries like Finland and Sweden have national curriculum 

guidance, in much-larger Australia, each state has its own curriculum and assessment 

program.  In most states, local school-based performance assessment is a well-developed 

part of the system.  In some cases, states have also developed centralized assessment with 

performance components.  Two of the highest-achieving states, Queensland and A.C.T., 

have highly developed systems of local performance assessment. Victoria, which uses a 

blended model of centralized and school-based assessment, also generally performs well 

on national and international tests.  An effort to develop common national curriculum 

standards is underway, but states will continue to be responsible for translating these 

standards into an assessment program at the state and local levels.  

Queensland.  In Queensland, there has been no assessment system external to 

schools for 40 years.  Until the early 1970s, a traditional “post-colonial” examination 

system controlled the curriculum.  When it was eliminated, all assessments became 

school-based.  School-based assessments are developed, administered and scored by 

teachers in relation to the national curriculum guidelines and state syllabi (also developed 

by teachers), and are moderated by panels that include teachers from other schools as 

well as at least one professor from the tertiary education system.   

To create the standards used throughout the province, the central authority gathers 

groups of teachers and subject experts to write standards that specify different levels of 
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achievement and describe the characteristics of student work at each level. In the excerpt 

from Queensland’s science standards shown below, the left side describes the objectives 

or “Essential Learnings” that must be taught and assessed by teachers.  The objectives 

convey the knowledge or skill expected at each standard. The standard descriptors to the 

right detail the expected characteristics and quality of the work. The teachers and experts 

also develop samples of work used as exemplars to show the different levels.  These 

standards guide the assessments teachers develop and their scoring.   

Excerpt from Queensland Science Standards 
 

 
 

 

The syllabi seek to strike a balance between “informed prescription” and 

“informed professionalism.” They spell out a small number of key concepts and/or skills 

to be learned in each course, and what kinds of projects or activities (including minimum 

assessment requirements) students should be engaged in.  Each school designs its 
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program to fit the needs and experiences of its own students, choosing specific texts and 

topics with this in mind.  However, all schools must use shared, specific criteria for 

evaluation of student work, based on the course objectives and specific standards for an 

A, B, C, D, and E.    

As the criteria from the physics syllabus (below) indicate in substantial detail, in 

the category of Knowledge and conceptual understanding, work that meets an “A” 

standard demonstrates interpretation, comparison, and explanation of complex concepts, 

theories and principles, whereas work at an “E” standard is characterized by reproduction 

of isolated facts and application of simple, given algorithms.  In this particular course, 

objectives also include Investigative Processes, and Evaluating and Concluding,, with 

indicators spelled out for all of these objectives.  The expectations of work quality are 

challenging, as shown in the example below.  

Extended Experimental Investigations 
 

In Queensland science courses, students must complete an extended experimental 
investigation.  The instructions for the task read: 
 
Within this category, instruments are developed to investigate a hypothesis or to 
answer a practical research question. The focus is on planning the extended 
experimental investigation, problem solving and analysis of primary data 
generated through experimentation by the student. Experiments may be laboratory 
or field based. An extended experimental investigation may last from four weeks 
to the entirety of the unit of work. The outcome of an extended experimental 
investigation is a written scientific report. Aspects of each of the three criteria 
should be evident in the investigation. For monitoring, the 
discussion/conclusions/evaluation/recommendations of the report should be 
between 1500 and 2000 words.  
 
To complete such an investigation the student must:  
• develop a planned course of action 
· clearly articulate the hypothesis or research question, providing a statement of 
purpose for the investigation 
· provide descriptions of the experiment 
· show evidence of modification or student design 
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· provide evidence of primary and secondary data collection and selection 
· execute the experiment(s) 
· analyze data 
· discuss the outcomes of the experiment 
· evaluate and justify conclusion(s) 
· present relevant information in a scientific report. 
 
An example from a year 12 paper shows how a student investigated a problem 

entitled, “The Air Pocket.” The assessment starts with a picture of a vertical air jet from a 

straw producing a cavity on a water surface.  

 

 

The student investigated the parameters that would affect the volume of the cavity, 

preparing a 32 page paper meeting the criteria described earlier, including evaluating the 

problem theoretically and empirically, presenting data through tables and charts, 

analyzing findings both by summarizing individual results and developing a regression to 

evaluate the combined effects of several variables on the volume of the cavity, and 

evaluating the results, along with the potential errors and additional research needed. 
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Overall, the paper more closely resembles a research report from a scientific laboratory 

than a traditional high school physics test.  The student concluded: 

It was determined through initial theoretical research that the predominant 
influences on the cavity’s volume were air speed, diameter of nozzle/straw and 
distance between straw/nozzle and water. Upon testing the effects of changing an 
individual parameter with respect to volume, every possible variation was tried, 
such that eventually a complete set of values was obtained. To combine the 
different parameters into a single equation, a multiple regression was used; to 
determine both the constant factor and the powers to which each of the variables 
should be raised. The resultant r2 value was 0.96 indicating an excellent fit for the 
data while the average percentage error was 1.59% and the median percentage 
error, 6.71%. … [In future experiments], it would be suggested to do the 
experiments on a larger scale as this would virtually eliminate the effects of 
surface tension while cutting down unfounded accuracy in the model (the volume 
could be measured in cubic centimetres or cubic metres, resulting in a more 
realistic fit, with data that is not required to be impossibly precise. Finally, it 
would be suggested to trial the effects of the different orientation of the 
straw/nozzle, as tilting it would give a completely differently shaped cavity (due 
to the dispersion characteristics of air). 

 

Thus, students go beyond their own empirical data and conclusions to reflect on 

the accuracy of their findings and means for improving their investigation.  These kinds 

of extended responses are demanded in all of the subject areas, shaped by the core 

concepts and modes of inquiry of the disciplines. Student reflection is also a common 

element of the assessments.  Consistent scoring of such intellectually ambitious work is 

made possible in part by internal and external moderation processes (described below), 

and in part by the clear guidance of the syllabi and rubrics used to set standards for the 

work.  
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Physics 
Syllabuses are developed to show a clear alignment between the General Objectives (shaded) that state what students should be able to achieve as 
a result of completing the course and the standards associated with Exit Criteria.  Schools must directly teach and assess the General Objectives. 
 

General objectives in the syllabus Standards 
Standard A Standard B Standard C Standard D Standard E 

Knowledge and conceptual understanding  
Students should acquire knowledge and construct 
understanding of facts, theories, concepts and principles of 
physics. To work scientifically, students need to have an 
understanding of underlying scientific knowledges, including 
the associated mathematical skills. They need to engage with 
the processes and phenomena observed in Physics through 
characteristics of data analysed. Students need to make 
informed judgments based on sound reasoning in order to 
direct them in their scientific endeavours and to engage with 
problem solving.  
By the end of the course, students should be able to:  
 recall and interpret concepts, theories and principles 

of Physics — this includes the abilities to remember, 
reproduce and interpret subject matter such as facts, 
definitions, formulas, terminology, concepts, theories, 
principles, laws, procedures, sequences, events, diagrams, 
symbols, figures, systems and patterns  

 describe and explain processes and phenomena of 
Physics — this includes the abilities to compare and 
classify the concepts, theories and principles being 
explored, based on primary and secondary data  

 link and apply algorithms, concepts, theories and 
schema of Physics — this includes the abilities to adapt, 
translate and reconstruct understandings in order to find 
solutions.  

 

The student work 
has the following 
characteristics:  
• reproduction and 
interpretation of 
complex and 
challenging 
concepts, theories 
and principles  

The student work has 
the following 
characteristics:  
• reproduction and 
interpretation of 
complex or 
challenging concepts, 
theories and 
principles  
 

The student work 
has the following 
characteristics:  
• reproduction of 
concepts, theories 
and principles  
 

The student work 
has the following 
characteristics:  
• reproduction of 
simple ideas and 
concepts  
 

The student work 
has the following 
characteristics:  
• reproduction of 
isolated facts  
 

• comparison and 
explanation of 
complex concepts, 
processes and 
phenomena  
 

• comparison and 
explanation of 
concepts, processes 
and phenomena 
 

• explanation of 
simple processes 
and phenomena  
 

• description of 
simple processes 
and phenomena 
 

• recognition of 
isolated simple 
phenomena  
 

• linking and 
application of 
algorithms, 
concepts, principles, 
theories and schema 
to find solutions in 
complex and 
challenging 
situations.  

• linking and 
application of 
algorithms, concepts, 
principles, theories 
and schema to find 
solutions in complex 
or challenging 
situations.  

• application of 
algorithms, 
principles, theories 
and schema to find 
solutions in simple 
situations.  
 

• application of 
algorithms, 
principles, theories 
and schema.  
 

• application of 
simple given 
algorithms.  
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General objectives in the syllabus Standards 
Standard A Standard B Standard C Standard D Standard E 

Investigative processes  
Students need to recognise the methodologies available to 
them to investigate scientifically. They need to be able to 
judge the worth of quantitative and qualitative data and 
interpret and apply the outcomes of such data. Students 
require the skills to manipulate and review data and scientific 
techniques so that they may improve their scientific 
knowledge. They need to synthesise the research that they 
have generated and be able to discuss the outcomes in relation 
to their initial purpose.  
By the end of the course, students should be able to:  
 conduct and appraise Physics research tasks — this 

includes the abilities to formulate questions, hypothesise, 
plan, manage, evaluate, refine and justify decisions made 
during investigations, as well as the critical reflection 
required to fulfil research goals  

 operate scientific equipment and technology safely — 
this includes the abilities to safely select, adapt and apply 
technological, laboratory and fieldwork equipment, and 
consider its limitations; it also incorporates the ability to 
do this individually and in groups  

 use primary and secondary data — this includes the 
abilities to analyse and extrapolate from data, and to 
identify relationships, patterns and anomalies in primary 
and secondary data.  

The student work 
has the following 
characteristics:  
• formulation of 
justified significant 
questions/hypotheses 
which inform 
effective and 
efficient design, 
refinement and 
management of 
investigations  

The student work has 
the following 
characteristics:  
• formulation of 
justified 
questions/hypotheses 
which inform design 
and management of 
investigations  

The student work 
has the following 
characteristics:  
• formulation of 
questions and 
hypotheses to 
select and manage 
investigations  
 

The student work 
has the following 
characteristics:  
• implementation 
of given 
investigations  
 

The student work 
has the following 
characteristics:  
• guided use of 
given procedures 

• assessment of risk, 
safe selection and 
adaptation of 
equipment, and 
appropriate 
application of 
technology to gather, 
record and process 
valid data  

• assessment of risk, 
safe selection of 
equipment, and 
appropriate 
application of 
technology to gather, 
record and process 
data  
 

• assessment of 
risk, safe selection 
of equipment, and 
appropriate 
application of 
technology to 
gather and record 
data  
 

• safe use of 
equipment and 
technology to 
gather and record 
data  
 

• safe directed use 
of equipment to 
gather data  
 

• systematic analysis 
of primary and 
secondary data to 
identify relationships 
between patterns, 
trends, errors and 
anomalies.  

• analysis of primary 
and secondary data to 
identify patterns, 
trends, errors and 
anomalies.  

• analysis of 
primary and 
secondary data to 
identify obvious 
patterns, trends, 
errors and 
anomalies.  
 

• identification of 
obvious patterns 
and errors.  
 

• recording of data.  
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General objectives in the syllabus Standards 
Standard A Standard B Standard C Standard D Standard E 

Evaluating and concluding  
Students who are working scientifically need to be able to 
make decisions about the knowledge they have gained and 
generated. They need to distinguish between a plausible 
conclusion and one based on pure supposition. Students need 
to be able to synthesise their thoughts and the thinking of 
others into a coherent whole, from which they can make 
judgments and propose future possibilities. They need to 
reach conclusions and explain the world in which they live, 
using science. They need to be able to adhere to 
communication and scientific conventions in communicating 
their decisions to selected audiences.  
By the end of the course, students should be able to:  
 determine, analyse and evaluate the interrelationships 

involved in applications of Physics — this includes the 
abilities to identify the physics involved, to determine the 
simple and complex relationships that exist between 
concepts, principles, theories and schema and then to 
critically examine the associated implications  

 predict outcomes and justify conclusions and 
recommendations — this includes the abilities to 
explore scenarios and consider possible outcomes, and 
then to provide justifications of conclusions and 
recommendations  

 communicate information in a variety of ways — this 
includes the abilities to select, use and present data and 
ideas to convey meaning, an argument or a case to 
selected audiences in a range of formats.  

The student work 
has the following 
characteristics:  
• analysis and 
evaluation of 
complex scientific 
interrelationships  

The student work has 
the following 
characteristics:  
• analysis of complex 
scientific 
interrelationships  

The student work 
has the following 
characteristics:  
• description of 
scientific 
interrelationships  

The student work 
has the following 
characteristics:  
• identification of 
simple scientific 
interrelationships  

The student work 
has the following 
characteristics:  
• identification of 
obvious scientific 
interrelationships  

• exploration of 
scenarios and 
possible 
outcomes with 
justification of 
conclusions/ 
recommendations  

• explanation of 
scenarios and possible 
outcomes with 
discussion of 
conclusions/ 
recommendations  

• description of 
scenarios and 
possible outcomes 
with statements of 
conclusion/ 
recommendation  

• identification of 
scenarios or 
possible outcomes  
 

• statements about 
outcomes  
 

• discriminating 
selection, use and 
presentation of 
scientific data and 
ideas to make 
meaning accessible 
to intended 
audiences through 
innovative use of 
range of formats.  

• selection, use and 
presentation of 
scientific data and 
ideas to make 
meaning accessible to 
intended audiences in 
range of formats.  

• selection, use and 
presentation of 
scientific 
data and ideas to 
make meaning 
accessible in range 
of formats.  

• presentation of 
scientific data or 
ideas in range of 
formats.  
 

• presentation of 
scientific 
data or ideas.  
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At the end of the year, teachers collect a portfolio of each student’s work, which 

includes the specific assessment tasks, and grade it on a 5-point grading scale.  To 

calibrate these grades, teachers put together a selection of portfolios from each grade 

level – one from each of the 5 score levels plus borderline cases -- and send these to a 

regional panel for moderation.  The panel of five teachers re-scores the portfolios and 

confers about whether the grade is warranted, making a judgment on the spread.  State 

review panels also look at a sample of student work from each district to insure that 

schools implement the standards across all districts. Based on this analysis, and at year 

12, a standardized state-wide test called the Queensland Core Skill (QCS) Test, the 

Queensland authority confirms the levels of achievement proposed by school programs 

and may adjust it if it does not calibrate to the standards. 

Aiming for even more applied, interdisciplinary work, Queensland developed a 

“Rich Tasks” approach to standards and assessment, which was introduced as a pilot in 

2003. Part of the “New Basics” project, this effort has created extended, multi-

disciplinary tasks that are developed centrally and used locally when teachers determine 

the time is right and they can be integrated with locally-oriented curriculum (Queensland 

Government, 2001). These are "specific activities that students undertake that have real-

world value and use, and through which students are able to display their grasp and use of 

important ideas and skills.”   Rich Tasks are defined as: 

A culminating performance or demonstration or product that is purposeful and 
models a life role.  It presents substantive, real problems to solve and engages 
learners in forms of pragmatic social action that have real value in the world. The 
problems require identification, analysis and resolution, and require students to 
analyze, theorize and engage intellectually with the world.  As well as having this 
connectedness to the world beyond the classroom, the tasks are also rich in their 
application: they represent an educational outcome of demonstrable and 
substantial intellectual and educational value.  And, to be truly rich, a task must 
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be transdisciplinary. Transdisciplinary learnings draw upon practices and skills 
across disciplines while retaining the integrity of each individual discipline.  

 
One task description is summarized below.  

Science and Ethics Confer 
 

Students must identify, explore and make judgments on a biotechnological 
process to which there are ethical dimensions.   Students identify scientific 
techniques used as well as significant recent contributions to the field. They will 
also research frameworks of ethical principles for coming to terms with an 
identified ethical issue or question.  Using this information they prepare pre-
conference materials for an international conference that will feature selected 
speakers who are leading lights in their respective fields.  
 
In order to do this students must choose and explore an area of biotechnology 
where there are ethical issues under consideration and undertake laboratory 
activities that help them understand some of the laboratory practices.  This 
enables them to:  
 
A) Provide a written explanation of the fundamental technological differences in 

some of the techniques used, or of potential use, in this area (included in the 
pre-conference package for delegates who are not necessarily experts in this 
area).  

B) Consider the range of ethical issues raised in regard to this area’s purposes 
and actions, and scientific techniques and principles and present a deep 
analysis of an ethical issue about which there is a debate in terms of an ethical 
framework.  

C) Select six real-life people who have made relevant contributions to this area 
and write a 150-200 word précis about each one indicating his/her 
contribution, as well as a letter of invitation to one of them.  

 
This assessment measures research and analytic skills; laboratory practices; 
understanding biological and chemical structures and systems, nomenclature and 
notations; organizing, arranging, sifting through, and making sense of ideas; 
communicating using formal correspondence; précis writing with a purpose; 
understanding ethical issues and principles; time management, and much more. 
 
 
A bank of these tasks now exists across grade levels, along with scoring rubrics, 

and moderation processes by which the quality of the tasks, the student work, and the 

scoring can be evaluated.  Extensively researched, this system has had excellent success 

as a tool for school improvement. Studies found stronger student engagement in learning 
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in schools using the Rich Tasks.   On traditional tests, these “New Basics” students 

scored about the same as students in the traditional program, but they performed notably 

better on assessments designed to gauge higher order thinking.   

The Singapore government has employed the developers of the Queensland 

system to focus the new school improvement strategies upon performance assessments.  

High-scoring Hong Kong has also begun a process of expanding its already-ambitious 

school-based assessment system in collaboration with Queensland assessment 

developers.   

Victoria.  In Victoria, a mixed system of centralized and decentralized 

assessment combines these kinds of school-based assessment practices with a set of state 

exams guided by the Victoria Essential Learning Standards. The AIM program, used at 

years 3, 5, 7, and 9, provides an indication of how well the literacy and numeracy skills 

of students are developing. The results provide information used to plan new programs 

and a useful source of feedback and guidance to students, parents and teachers.  

Assessment tasks include extended open-ended writing responses, as well as some 

multiple-choice responses.  

At the secondary level, the Victorian Certificate of Education (VCE) provides 

information that guides pathways to further study at the university, Technical and Further 

Education (TAFE) and to the world of work. Some students undertake a school-based 

apprenticeship or traineeship within the VCE.   The Victoria Curriculum and Assessment 

Authority establishes courses in a wide range of studies, develops the external 

examinations and ensures the quality of the school-assessed component of the VCE.    

 28



DRAFT DRAFT DRAFT 

VCAA conceptualizes assessment as “of,” “for,” and “as” learning.  Teachers are 

involved in developing assessments, along with university faculty in the subject area, and 

all prior year assessments are public, in an attempt to make the standards and means of 

measuring them as transparent as possible.   Before the external examinations are given 

to students, teachers and academics sit and take the exams themselves, as if they were 

students.  The external subject-specific examinations, given in grades 11 and 12, include 

about 25% machine-scored items; the remaining items are open-ended, and are scored by 

the classroom teacher.  The exams may include written, oral, and performance elements.  

In addition, at least 50% of the total examination score is comprised of classroom-

based tasks that are given throughout the school year.  These required assignments and 

assessments – lab experiments and investigations on central topics as well as research 

papers and presentations – are designed by teachers in response to syllabus expectations.  

These required classroom tasks ensure that students are getting the kind of learning 

opportunities which prepare them for the assessments they will later take, that they are 

getting feedback they need to improve, and that they will be prepared to succeed not only 

on these very challenging tests but in college and in life, where they will have to apply 

knowledge in these ways.  

An example from the Victoria biology test, for example, describes a particular 

virus to students, asks them to design a drug to kill the virus and, in several pages, 

explain how the drug operates (complete with diagrams), and then to design an 

experiment to test the drug.   
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Victoria, Australia High School Biology Exam 
 

When scientists design drugs against infectious agents, the term “designed drug” is often 
used.  
A. Explain what is meant by this term. ________________________________________ 
________________________________________________________________________
________________________________________________________________________ 
Scientists aim to develop a drug against a particular virus that infects humans. The virus 
has a protein coat and different parts of the coat play different roles in the infective cycle. 
Some sites assist in the attachment of the virus to a host cell; others are important in the 
release from a host cell.  The structure is represented in the following diagram: 
 

 
The virus reproduces by attaching itself to the surface of a host cell and injecting its DNA 
into the host cell.  The viral DNA then uses the components of host cell to reproduce its 
parts and hundreds of new viruses bud off from the host cell. Ultimately the host cell 
dies. 
 
B. Design a drug that will be effective against this virus.  In your answer outline the 
important aspects you would need to consider. Outline how your drug would prevent 
continuation of the cycle of reproduction of the virus particle.  Use diagrams in your 
answer.  Space for diagrams is provided on the next page.  
 
 
 
C. Before a drug is used on humans, it is usually tested on animals. In this case, the virus 
under investigation also infects mice.  Design an experiment, using mice, to test the 
effectiveness of the drug you have designed.  
 
   

In preparation for this on-demand test, students taking Biology will have been 

assessed on six pieces of work during the school year covering specific outcomes in the 

syllabus.  For example, they will have conducted “practical tasks” like using a 
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microscope to study plant and animal cells by preparing slides of cells, staining them, and 

comparing them in a variety of ways, resulting in a written product with visual elements.  

They also will have conducted practical tasks on enzymes and membranes, and on the 

maintenance of stable internal environments for animals and plants.  Finally, they will 

have completed and presented a research report on characteristics of pathogenic 

organisms and mechanisms by which organisms can defend against disease. These tasks 

link directly to the expectations that students will encounter on the external examination 

but go well beyond what that examination can measure in terms of how students can 

apply their knowledge. The syllabus instructs teachers as follows: 

The tasks are graded according to criteria set out in the syllabus.  The quality of 

the tasks assigned by teachers, the work done by students, and the appropriateness of the 

grades and feedback given to students are audited through an inspection system, and 

schools are given feedback on all of these elements.  In addition, the VCAA uses 

statistical moderation to ensure that the same assessment standards are applied to students 

across schools.  The external exams are used as the basis for this moderation, which 

adjusts the level and spread of each school’s assessments of its students to match the 

level and spread of the same students’ collective scores on the common external test 

score.  The result is a rich curriculum for students with extensive teacher participation 

and a comparable means for examining student learning.  

Hong Kong 

In collaboration with educators from Australia, the UK, and other nations, Hong 

Kong’s assessment system is evolving from a highly centralized examination system to 

one that increasingly emphasizes school-based, formative assessments that expect 
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students to analyze issues and solve problems.  The government has decided gradually to 

replace the Hong Kong Certificate of Education Examinations, which most students sit 

for at the end of their 5-year secondary education, with a new Hong Kong Diploma of 

Secondary Education that will place even more emphasis on school-based assessments.  

In addition, the Hong Kong Territory-wide System Assessment (TSA), which provides 

assesses lower-grade student performance, in Chinese, English, and mathematics, is 

developing an on-line bank of assessment tasks to enable schools to assess their students 

and receive feedback on their performance on their own timeframes.  The formal TSA 

assessments, which include both written and oral components, occur at Primary Grades 3 

and 6 and Secondary Grade 3 (the equivalent of grade 9 in the U.S.).  

As outlined in Hong Kong’s “Learning to learn” reform plan, the goal of the 

reforms is to shape curriculum and instruction around critical thinking, problem-solving, 

self-management skills, and collaboration. A particular concern is to develop meta-

cognitive thinking skills, so students may identify their strengths and areas needing 

additional work (Education Bureau, September 2001, Chan, et al., 2008).  

School-based assessments have been part of Hong Kong’s examination system 

since 1978, but will increase in importance.  The Hong Kong Education Examinations 

Authority explains the rationale for growing use of school-based assessments (SBA):   

The primary rationale for SBA is to enhance the validity of the assessment, by 
including the assessment of outcomes that cannot be readily assessed within the 
context of a one-off public examination.  SBA can also reduce dependence on the 
result of public examinations, which may not always provide the most reliable 
indication of the actual abilities of candidates. Obtaining assessments based on 
student performance over an extended period of time and developed by those who 
know the students best - their subject teachers - provides a more reliable 
assessment of each student. Another reason for including SBA is to promote a 
positive impact on teaching and learning. It can serve to motive students by 
engaging them in meaningful activities; and for teachers, it can reinforce 

 32



DRAFT DRAFT DRAFT 

curriculum aims and good teaching practices, and provide structure and 
significance to an activity that they are in any case involved in on a daily basis, 
namely assessing their own students…. 

Teachers know that SBA, which typically involves students in activities such as 
making oral presentations, developing a portfolio of work, undertaking fieldwork, 
carrying out an investigation, doing practical laboratory work or completing a 
design project, help students to acquire important skills , knowledge and work 
habits that cannot readily be assessed or promoted through paper-and-pencil 
testing.  Not only are they outcomes that are essential to learning within the 
disciplines, they are also outcomes that are valued by tertiary institutions and by 
employers.  Moreover, they are activities that students find meaningful and 
enjoyable.  (HKEAA, 2009).  

By 2007, Curriculum and Assessment Guides were published for four core 

subjects and 20 elective subjects, and assessments in the first two subjects – Chinese 

Language and English Language – were revised.  These became criterion-referenced, 

performance-based assessments featuring not only the kinds of  essays previously used on 

the exams, but also new speaking and listening components, the composition of written 

papers testing integrated skills, and a school-based component generally worth 20 to 30% 

of the examination score.  Although the existing assessments already use open-ended 

responses (see the example of a Physics examination question in Appendix A), the 

proportion of such responses will increase in the revised assessments.    

These new assessments feature “standards-referenced reporting,” in which 

examinations are scored on a scale from 1 to 5 pegged to specific criteria, rather than the 

norm-referenced approach that produced earlier grades.  The Hong Kong Examinations 

and Assessment Authority explains that, “By providing both students and teachers with a 

specific set of level descriptors, SRR not only clarifies the standards expected at various 

levels of attainment but also helps set targets for improvements in learning and teaching” 

(HKEAA, 2007).  
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Like the existing assessments, the new assessments are developed by teachers 

with the participation of higher education faculty, and they are scored by teachers who 

are trained as assessors.   Tests are allocated randomly to scorers, and essay responses are 

typically rated by two independent scorers (Dowling, n.d.).  Results of the new school-

based assessments are statistically moderated to ensure comparability within the 

province.  The assessments are internationally benchmarked, through the evaluation of 

sample student papers, to peg the results to those in other countries.  Many of the new 

assessments are also to be scored on-line, which the Examinations Authority notes is now 

the common practice in 20 of China’s mainland provinces, as well as in the UK.   

 The Education Bureau encourages schools to develop assessments focused on 

learning, and is shifting its education policies to underscore this focus.  For example, the 

Bureau promotes the use of multiple forms of assessment in schools including projects, 

portfolios, observations, and examinations, and looks for the variety of assessments in the 

performance indicators used for school evaluation (Chan, et al., 2008; Quality Assurance 

Division of the Education Bureau, 2008).   

To guide the process of assessment reform, the Education Bureau implemented a 

School Development and Accountability Framework in the 2003-2004 school year. The 

framework emphasizes School Self-Evaluation, as well as an external peer evaluation, 

using a set of performance indicators. For example, with respect to curriculum and 

assessment, the performance indicators ask: “Is the school able to adopt varied modes of 

assessment and effectively assess students’ performance in respect of knowledge, skills, 

and attitude?” and “How does the school make use of curriculum evaluation data to 

inform curriculum planning?” (Quality Assurance Division of the Education Bureau, 
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2008).  The Education Bureau also conducts a Quality Assurance Inspection, which 

involves personnel from other schools and from the Education Bureau in on-site 

examinations of how each school meet the performance indicators. 

Singapore 

Greater emphasis on school-based assessment integrated into large-scale testing 

systems has also occurred in Singapore.  Singapore’s education system has been a source 

of intense interest for policy analysts since its students took first place in the TIMSS 

(Trends in International Mathematics and Science Study) assessments in mathematics and 

science in 1995, 1999 and 2003.  These rankings are based on strong achievement for all 

of the country’s students, including the Malay and Tamil minorities, who have been 

rapidly closing what was once a yawning achievement gap (Dixon, 2005).  About 90% of 

Singapore’s students scored above the international median on the TIMSS tests.  This 

accomplishment is even more remarkable given that fewer than half of Singapore’s 

students routinely speak English, the language of the test, at home.  Most speak one of 

the other four official national languages of the country – Mandarin, Malay, or Tamil – 

and some speak one of several dozen other languages or dialects.    

Intensive investment and reform over the period of thirty years have transformed 

the Singaporean education system, broadening access and increasing equality while 

orchestrating a system that includes a complex system of private, “autonomous,” and 

public schools, some of them inherited from the colonial era, all of which receive 

government subsidies. These schools are intentionally diverse in many ways, as local 

schools are urged to innovate, but purposefully common in instructional expectations and 

supports, using a common national curriculum for core subjects.    
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 Since the prime minister introduced the “thinking schools, learning nation” 

initiative in 1997, Singapore’s explicit focus in its reforms of curriculum, assessment, and 

teaching has been to develop a creative and critical thinking culture within schools, by 

explicitly teaching and assessing these skills for students – and by creating an inquiry 

culture among teachers as well, who are supported to conduct action research on their 

teaching and to continually revise their teaching strategies in response to what they learn.   

This initiative was married to commitments to integrating technology into all aspects of 

education – a mission nearly fully accomplished a decade later – and to dramatically 

opening up college and university admissions. 

Higher education is now available to virtually all Singaporeans.  Based on their 

interests, labor force needs, and the results of their grades, O-level exams, and other 

accomplishments, students pursue one of three pathways after 10th grade when secondary 

school ends: about 25% attend Junior College for two years, followed by university, 

which leads to professional paths such as teaching, science, engineering, medicine, law, 

and the civil service; about 60% attend a polytechnic college for 3 years, after which 

about half go on to the university while the others go into jobs in technical and 

engineering fields; and the remainder – about 15% -- attend an Institute of Technical 

Education for two years, and some then continue onto college or university.  Virtually 

everyone finishes one of these pathways.    

Historically, the schools have operated a modified British-style system. Students 

sit for national exams administered by the Singapore Examinations and Assessment 

Board (SEAB). At the end of Year 6 (age 12), students take the Primary School Leaving 

Examinations (PSLE). These are open-ended written and oral examinations in four core 
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subject areas: mathematics, science, English and a “mother tongue” language, which are 

administered and scored by teachers in moderated scoring sessions.  The exams in the 

English and native languages include four components – two written essays of at least 

150 words, listening comprehension, language comprehension, and an oral exam that 

requires students to engage in a conversation on a set topic for 15 minutes. Two 

examiners observe the candidates and grade the oral proficiency of the student. In math, 

students have to demonstrate the steps in solving a problem. 

Students then take the General Certificate of Examinations Normal or Ordinary 

Level (GCE N/O-Level) at the end of year 10 (age 16).   The GCE O-level examinations 

are based on common course syllabi that outline what is to be taught; they require short 

and long open-ended responses and essays across a wide range of content areas from 

which students choose the ones in which they want to be examined.  Although the results 

are used to guide postsecondary admissions, and are not used to determine graduation 

from high school, they exert substantial influence on the high school curriculum.   Recent 

reforms are changing the curriculum and assessment system to make it more explicitly 

focused on creativity and independent problem solving.  

Students attending Junior College (grades 11 and 12) en route to university take 

the GCE Advanced Level (A-Level) exams at the end of year 12 (age 18).  A new ‘A’ 

level curriculum and examination system was introduced in 2002.  The new exams are 

meant to encourage multi-disciplinary learning by requiring that students “select and 

draw together knowledge and skills they have learned from across different subject areas, 

and apply them to tackle new and unfamiliar areas or problems” (Singapore 

Examinations and Assessment Board, 2006, p. 2).    
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The A-level curricular framework includes Core Content Areas in which students 

take courses and associated exams: humanities, mathematics and sciences, and languages.  

It also includes Life Skills – emphasizing leadership, enrichment, and service to others – 

and Knowledge Skills, evaluated through a general paper, project work, and a course in 

knowledge and inquiry.  A typical A-level student is evaluated in three compulsory 

subjects – a general paper, project work, and a native language assessment -- along with 

four content subjects. 

The newer areas of Life Skills and Knowledge Skills are intended to develop the 

more advanced thinking skills thought to be underrepresented in the traditional content-

based curriculum and examinations system. They represent the goals of reforms launched 

in 1997 as part of the “thinking schools, learning nation” initiative, which created a 

number of changes: 

Syllabi, examinations and university admission criteria were changed to 
encourage thinking out of the box and risk-taking. Students are now more 
engaged in project work and higher order thinking questions to encourage 
creativity, independent, and inter-dependent learning (Ng, 2008, p. 6).   
 

The content courses are also evolving to include more critical thinking, inquiry 

and investigation, along with mastery of content.  A number of the high school content 

tests are accompanied by school-based tasks, such as research projects and experiments 

designed and conducted by students.  Each of the science courses now includes a 

component called the “School-based Science Practical Assessment” (SPA).  These 

school-based components, which are managed and scored by teachers according to 

specifications provided by the Examinations Board, count for up to 20% of the 
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examination grade. Scoring is both internally and externally moderated.  The goal is for 

students to be able to:   

1. Follow a detailed set or sequence of instructions and use techniques, apparatus 
and materials safely and effectively; 
 
2. Make and record observations, measurements, methods and techniques with 
precision and accuracy; 
 
3. Interpret and evaluate observations and experimental data; and  
 
4. Identify a problem, design and plan investigations, evaluate methods and 
techniques, and suggest possible improvements in the design.  
 
The projects can be submitted to the university as part of the application, and 

universities are encouraged to examine evidence about student accomplishments beyond 

examination scores.   Below we describe some of these innovations in the examination 

system. 

Project Work 
 

Project Work (PW) is an interdisciplinary subject that is compulsory for all pre-
university students.  There is dedicated curriculum time for students to carry out their 
project tasks over an extended period.  As an interdisciplinary subject, it breaks away 
from the compartmentalization of knowledge and skills to focus on interdisciplinary 
outcomes by requiring students to draw knowledge and apply skills from across different 
subject domains. The goals for this experience are embedded in the requirements for the 
task and its assessment, which are centrally set by the Singapore Examinations and 
Assessment Board.  The tasks are designed to be sufficiently broad to allow students to 
carry out a project that they are interested in while meeting the task requirements:  
• It must foster collaborative learning through group work. Together as a group 

which is randomly formed by the teacher, students brainstorm and evaluate each 
others’ ideas, agree on the project that the group will undertake and decide on how 
the work should be allocated amongst themselves. 

• Every student must make an oral presentation: Individually and together as a 
group, each student makes an oral presentation of his / her group project in the 
presence of an audience 

• Both product and process are assessed: There are 3 components for assessment:  
-- the Written Report which shows evidence of the group’s ability to generate, 

analyze and evaluate ideas for the project;  
-- the Oral Presentation in which each individual group member is assessed on 

his/her fluency and clarity of speech, awareness of audience as well as response to 
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questions.  The group as a whole is also assessed in terms of the effectiveness of the 
overall presentation;  

-- the Group Project File in which each individual group member submits three 
documents related to ‘snaphsots’ of the processes involved in carrying out the project. 
These documents show the individual student’s ability to generate, analyze and evaluate 
(i) preliminary ideas for a project (ii) a piece of research material gathered for the chosen 
project and (iii) insights and reflections on the project. 
 
In carrying out the PW assessment task, students are intended to acquire self-directed 
inquiry skills as they propose their own topic, plan their timelines, allocate individual 
areas of work, interact with teammates of different abilities and personalities, gather and 
evaluate primary and secondary research material.  These PW processes reflect life skills 
and competencies such as knowledge application, collaboration, communication and 
independent learning, which prepare students for the future workplace.   
 
About 12,000 students complete this task annually. Assessment is school-based and 
criterion-referenced. While task setting, conditions, assessment criteria, achievement 
standards and marking processes are externally specified by SEAB, the assessment of all 
three components of PW is carried out by classroom teachers, using a set of assessment 
criteria provided by the board.  All schools are given exemplar material that illustrates the 
expected marking standards.  The Board provides training for assessors and internal 
moderators. Like all other assessments, the grading is both internally and externally 
moderated. 

 

Knowledge and Inquiry is a Humanities subject that seeks to develop in students 
 
• An understanding of the nature and construction of knowledge: Students are 

expected to show that they have read widely and have understood and can apply 
the concepts involved. They are expected to demonstrate skill in selecting relevant 
material with which to tackle the assessment tasks. 

• Critical Thinking: Students are expected to demonstrate skills of critical 
thinking. They are expected to analyze different kinds of arguments and 
information, identify and evaluate assumptions and points of view, verify claims 
and provide reasoned and supported arguments of their own. 

• Communication Skills: Students are expected to communicate their ideas and 
arguments clearly and coherently in good English. They are expected to structure 
their arguments, and select an appropriate style of presentation, to communicate 
responses which are fully relevant to the questions asked and demonstrate clear 
ability to engage with different aspects of these questions. 

 
There are three assessment components: 
 

Essay: This paper gives candidates the opportunity to demonstrate their ability to 
apply the concepts they have learned in their study of the nature and construction of 
knowledge. It covers the theoretical aspects of areas of exploration identified in the 
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syllabus and the questions set will require candidates to draw on knowledge they have 
gained during their study of the following key questions: 

 Why ask questions? 
 What is knowledge? 
 How is knowledge constructed? 
 What makes knowledge valid? 
 How is knowledge affected by society? 
 How should knowledge be used? 
Critical Thinking: This paper requires students to critically analyze different 

kinds of arguments and information presented in the Material, identify and evaluate 
assumptions and points of view, and verify claims, and to provide reasoned and 
supported arguments. Students must use language appropriately and effectively to 
communicate a clear and well structured argument. 

Independent Study: The Independent study component allows students to 
demonstrate their understanding of the nature and construction of knowledge as it 
relates to their chosen area of study, apply this understanding in addressing the 
specific context, select appropriate material and show that they have engaged in 
relevant reading during the course of their  research by presenting a literature review 
and applying what they have read to support the arguments they present.  Students 
must use language appropriately and effectively to communicate a clear and well 
structured argument.  At the end of the 6 months of independent research study, they 
submit an extended essay of 2,500 to 3,000 words. 

 

The kinds of more intellectually challenging school-based assessment in the high 

school examinations are also encouraged in the earlier grades as well. In the curriculum 

and assessment guidelines that accompany the national standards, teachers are 

encouraged to engage in continual assessment in the classroom, using a variety of 

assessment modes, such as classroom observations, oral communication, written 

assignments and tests, and practical and investigative tasks.  The Ministry has developed 

a number of curriculum and assessment supports for teachers.  For example, SAIL 

(Strategies for Active and Independent Learning) aims to support more learner-centered 

project work in classrooms, and provides assessment rubrics to clarify learning 

expectations.  All schools have received training for using these tools.   

 41



DRAFT DRAFT DRAFT 

The Ministry’s 2004 Assessment Guides for both primary and lower secondary 

mathematics contain resources, tools and ideas to help teachers incorporate strategies 

such as mathematical investigations, journal writing, classroom observation, self-

assessment and portfolio assessment into the classroom. Emphasis is placed on the 

assessment of problem solving and on meta-cognition, the self-regulation of learning that 

will enable students to internalize standards and become independent learners (Kaur, 

2005).   The Institute of Education has held a variety of workshops to support learning 

about the new assessments and integrated the new strategies into teacher development 

programs.   

United Kingdom 

 The move toward more school-based assessment has also occurred in various 

ways in the United Kingdom, which has, for more than a century, had some influence on 

examination systems in English-speaking countries around the world.  Assessments have 

typically been open-ended essay and constructed-response examinations, but the nature 

of the tasks and of the administration have been changing over the last two decades to 

include more school-based tasks and projects.   

England 

England’s assessment system is managed at the national level by an organization 

called the Qualifications and Curriculum Authority (QCA).  Schools teach and assess 

students using a national curriculum, which includes syllabi for specific courses.   

Teachers assess pupils’ progress continuously and assemble evidence for external 

reporting in the national data system at ages 7, 11, and 14 (Key Stages 1, 2, and 3).  This 

evidence is based on classroom-based assignments, observations, and tasks, the results of 
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which are evaluated in terms of indicators of performance outlined in learning 

progressions for each of several dimensions of learning within each subject area.   

At key stage 1, ages six to seven, student progress is evaluated based on 

classroom evidence and results from centrally-developed open-ended tests and tasks in 

English and mathematics. These tests and tasks are marked by teachers and moderated 

within the school and by external moderators. At key stage 2, ages eight through eleven, 

student progress is evaluated based on teachers’ summary judgments and results from 

open-ended tests in English, mathematics, and science. These tests are externally marked 

and the results reported on a national level. At key stage 3, England recently abolished 

external tests and now relies on teacher assessments to report achievement levels in all 

subjects. Teacher judgments are moderated and results are reported on a national level. 

The Assessing Pupils’ Progress program that guides this work is described by the 

QCA in this way:  

APP is the new structured approach to teacher assessment, developed by QCA in 
partnership with the National Strategies, which equips teachers to make 
judgments on pupils’ progress. It helps teachers to fine-tune their understanding 
of learners’ needs and to tailor their planning and teaching accordingly, by 
enabling them to: use diagnostic information about pupils’ strengths and 
weaknesses to improve teaching, learning and pupils’ progress; make reliable 
judgments related to national standards drawing on a wide range of evidence; and 
track pupils’ progress. 
 
The APP subject materials for teachers include assessment guidelines for 
assessing pupils’ work in relation to national curriculum levels. These provide a 
simple recording format providing assessment criteria for each of the assessment 
focuses in the subject, and standards files, which are annotated collections of 
pupils’ day-to-day work that exemplify national standards at different levels. 
These help teachers reach consistent and reliable judgments about national 
curriculum levels (Qualifications and Curriculum Authority, 2009, p. 1.) 
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Some nationally-developed tasks are designed and distributed to schools to 

support teacher assessment.  At Key Stage 2 (age 11), a set of these tasks and tests must 

be used to evaluate students, in combination with the other evidence teachers assemble 

from the classroom.  In other years, the use of the tasks is optional.  As described by the 

QCA: “The tasks are designed to support teacher assessment. They can be used to 

indicate what pupils are able to do and inform future learning and teaching strategies. 

Individual tasks can be used to provide a basis for discussion by teachers and pupils on 

what has been achieved and to identify the next steps. They can support day-to-day 

assessment and generate outcomes which can contribute to the breadth of evidence which 

is used as the basis for periodic and transitional assessment.” 

At key stage 4, ages fifteen to sixteen, the national qualification framework 

includes multiple pathways for students and consequently multiple measures of student 

achievement.  There are four pathways based on students’ aspirations after graduation: 

apprenticeship, diploma, the General Certificate of Secondary Education (GCSE), and the 

A-Level examinations.  Some students go on to a Further Education college to take 

vocationally related courses.  They usually take the National Vocational Qualification 

using the apprenticeship model.  

Most students take the GCSE, a two year course of study evaluated by 

assessments both within and at the end of courses or unit. Students may take as many 

single-subject or combined-subject assessments as they like, and they choose which ones 

they will take based on their interests and areas of expertise.  The exams involve 

constructed response items and structured, extended classroom-based tasks which 

comprise from 25 to 60% of the final examination score. England is currently piloting 
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new tasks for the GCSE with an increased emphasis on functional skills like problem 

solving, team building, and communication as well as personal learning and thinking 

skills across subjects.  These new tasks, called “controlled assessments” are either 

designed by the awarding body and marked by teachers or designed by teachers and 

marked by the awarding body. Either way teachers determine the timing of controlled 

assessments.  

These classroom-based assessments comprise 25% of the total examination score 

in subjects like business studies, classical civilization, English literature, geography, 

history, humanities, or statistics, and 60% of the total examination score in subject areas 

such as applied business, music and dance, design and technology, drama, engineering, 

English, English Language, expressive arts, health and social care, home economics, ICT, 

manufacturing, media studies, and modern foreign languages.  Below are examples of 

classroom-based tasks in English and ICT.  

Example of Tasks: GCSE English 

Unit and Assessment Tasks 

Reading literacy texts 
Controlled assessment (coursework) 
40 marks 

Responses to three texts from choice of tasks and 
texts. Candidates must show an understanding of 
texts in their social, cultural and historical context 

Imaginative Writing 
Controlled assessment (coursework) 
40 marks 

Two linked continuous writing responses from a 
choice of Text Development or Media 

Speaking and Listening 
Controlled assessment (coursework) 
40 marks 

Three activities: a drama-focussed activity; a group 
activity; an individual extended contribution. One 
activity must be a real-life context in and beyond the 
classroom 

Information and Ideas 
Written exam 80 marks (40 per section) 

Non-Fiction and Media: Responses to unseen 
authentic passages 
Writing information and Ideas: One continuous 
writing response – choice from 2 options 

 

 45



DRAFT DRAFT DRAFT 

GCSE Controlled Assessment Task in ICT                                    
(Interactive Computer Technology) 

 Litchfield Promotions works with over 40 bands and artists to promote their 
music and put on performances in England. The number of bands they have on their 
books is gradually expanding. Litchfield Promotions needs to be sure that each 
performance will make enough money to cover all the staffing costs and overheads as 
well as make a profit. Many people need to be paid: the bands; sound engineers; and, 
lighting technicians. There is also the cost of hiring the venue. Litchfield Promotions 
needs to create an ICT solution to ensure that they have all necessary information and 
that it is kept up to date. Their solution will show income, outgoings and profit.  

Candidates will need to: 1) Work with others to plan and carry out research to 
investigate how similar companies have produced a solution. The company does not 
necessarily have to work with bands and artists or be a promotions company. 2) Clearly 
record and display your findings. 3) Recommend a solution that will address the 
requirements of the task. 4) Produce a design brief, incorporating timescales, purpose and 
target audience.  

Produce a solution, ensuring that the following are addressed: 1) It can be 
modified to be used in a variety of situations. 2) It has a friendly user interface. 3) It is 
suitable for the target audience. 4) It has been fully tested. You will need to: 1) 
incorporate a range of: software features, macros, modeling, and validation checks - used 
appropriately. 2) Obtain user feedback. 3) Identify areas that require improvement, 
recommending improvement, with justification. 4) Present information as an integrated 
document. 5) Evaluate your own and others’ work.  

 
During key stage 4, most students take five or more GCSE exams. Their 

performance determines the level of the diploma they receive, and whether they will go 

on to Advanced Studies that are later evaluated by A-level exams that qualify students for 

university admissions.  England has 45 areas for A-level exams. The exam questions 

require extended answers aimed at assessing deeper levels of understanding and 

applications of knowledge to real-world problems, as illustrated in the example below.  

Sample A-Level Question from a Probability and Statistics 1 Exam 
A City council attempted to reduce traffic congestion by introducing a congestion charge. 
The charge was set for 4 pounds for the first year and was then increased by 2 pounds 
each year. For each of the first eight years, the council recorded the average number of 
vehicles entering the city center per day. The results are shown in the table: 
Charge, (Pounds) x 4 6 8 10 12 14 16 18 
Average number of vehicles per day, y million 2.4 2.5 2.2 2.3 2.0 1.8 1.7 1.5
1. Calculate the product moment correlation coefficient for these date. 
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2. Explain why x is the independent variable. 
3. Calculate the equation of the regression line of y on x. 
4a. Use your equation to estimate the average number of vehicles, which will enter the 
city center per day when the congestion charge is raised to 20 pounds. 
4b. Comments on the reliability of your estimate. 
5. The council wishes to estimate the congestion charge required to reduce the average 
number of vehicles entering the city per day to 1.0 million. Assuming that a reliable 
estimate can be made by extrapolation, state whether they should use the regression line 
of y on x or the regression line of x on y. Give a reason for your answer. 
.   

Most of the exams take the form of essay questions.  The mathematics exams 

include questions that ask students to show their reasoning behind their answers. Foreign 

language exams require oral presentations. The ‘A’ Level exam in English literature asks 

students to show their skills and knowledge in four sections: poetry, drama, prose, and 

general, analyzing works of literature they have read as part of their curriculum in terms 

of their meaning and interpretation as well as literary devices and writing strategies. 

Coursework accounts for 25 to 30% of the ‘A’ Level score, depending on the course. 

Students must now also complete an independently-designed extended research project as 

part of the A-level assessments.   Assessments are marked by teachers in a moderated 

process managed by the five examination agencies that organize sets of examinations. 

While England has moved to include some school-based assessments in its 

increasingly performance-oriented assessment system, Scotland, Wales, and Northern 

Ireland have gone even further in revising their approaches to assessment.  

Scotland 

Scotland has a separate governing body for its educational system from the United 

Kingdom. Scotland uses a set of assessments called the Scottish Survey of Achievement 

administered in the third, fifth, and seventh years of primary school and standardized 

courses and benchmark exams in secondary school. The assessment tasks for the primary 
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courses and general secondary courses are designed and marked by teachers and 

lecturers. Schools use external assessments for the intermediate and advanced secondary 

courses. The Scottish Qualifications Authority designs and scores those assessments 

which may take the form of an examinations, project work, or portfolios (Scottish 

Qualifications Authority, March 2004; The Scottish Government, 2008). 

Wales 

Wales only recently separated from the system used in the United Kingdom and 

now has a separate governing body for its educational system (Archer, 2006).  The more 

centralized system introduced in England under the Thatcher administration (later  

modified during the Blair administration as described above) inspired policies like No 

Child Left Behind in the United States, on the one hand, but also caused consternation 

among countries in the United Kingdom that favored a different approach.   Wales broke 

from the British system and opted to abolish national exams for children through age 14. 

Much like Finland, during the primary years, Welsh schools have a national 

school curriculum supported by teacher-created, administered, and scored assessments.  

During the secondary years, teachers create and manage all assessment of 14-year-old 

students, while students 16 years and older are encouraged to participate in the relevant 

GCSE exams and A Level courses and exams administered by the U.K.’s Qualifications 

and Curriculum Authority (Welsh Assembly Government, 2008a and 2008b). With these 

changes to its assessment system, Wales hopes to increase student engagement and 

reduce teaching to the test (Archer, 2006). 

Northern Ireland 
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Northern Ireland is in the process of implementing an approach at all levels called 

“Assessment for Learning.” This approach emphasizes locally developed, administered 

and scored assessments and focuses on five key actions: 

1) Sharing learning intentions where students and teacher agree upon learning 

intentions to give them ownership over their learning. 

2) Sharing and negotiating success criteria where students and teacher create the 

criteria for successful completion of a task together to help with self-assessment. 

3) Feedback where teacher provide on-going feedback during formative assessment 

sessions. 

4) Effective questioning where teachers introduce strategies like using open-ended 

questions and giving more thinking time so students will feel more confident 

thinking aloud and explaining their reasoning. 

5) How pupils reflect on their learning where teachers provide students with 

strategies to think about what they have learned. 

Northern Ireland does not require schools to externally assess students up through 

age 14, but it provides teachers with the option to give students end of Stage 3 

assessments that are externally graded through the Northern Ireland Council for the 

Curriculum Examinations and Assessments (CCEA).  These are largely open-ended 

assessments that evaluate how students reason, think, and problem solve.  CCEA 

provides multiple assessments for Stage 4, according to which pathway a student chooses 

to follow including taking the GCSE exam and A level courses and exams from the U.K. 

system (i.e. whether towards university or a vocational degree) (Council for the 

Curriculum Examinations and Assessment, 2008a and b). 
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International Baccalaureate Diploma Program 

The International Baccalaureate Diploma Programs is offered in 1600 Schools 

serving 100,000 students in 125 countries.  Like systems in many high-achieving nations, 

the IB high school curriculum is standards-based and syllabus-based, integrating 

assessment within the curriculum in a tightly constructed teaching and learning system 

that blends classroom-based and external examinations.  The IB program generally serves 

students in grades 11 and 12, assessing students using school-based assessments 

throughout the two-year program and externally-based exams at the end of the two-year 

course of study.  Both types of assessments measure students’ individual performance on 

the objectives outlined by syllabi, or “subject outlines” written by the International 

Baccalaureate Organization (IBO), the non-profit educational foundation that provide 

services and support to IB schools worldwide.   

 In almost all of the subjects, teachers conduct school-based assessments by 

grading individual pieces of course work based on the objective set out by the IB subject 

outlines. School-based assessments contribute between 20 and 30% of the total grade in 

most subjects and as much as 50% in arts courses like music, theater arts, and visual arts.  

Coursework graded by teachers includes such assessments as oral exercises in language 

subjects, projects, student portfolios, class presentations, practical laboratory work, 

mathematical investigations and artistic performances (International Baccalaureate 

Organization, 2008). 

 The externally-based exams usually consist of essays, structured problems, short-

response questions, data-response questions, text-response questions, case-study 

questions, and a limited use of multiple choice questions.  There are a limited number of 
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externally assessed pieces of work (i.e., a theory of knowledge essay and extended essay 

and world literature assignment) that students complete over an extended period of time 

under teacher supervision, but marked by external evaluators, or “IB Examiners,” 

personnel trained and organized by the IBO.  

 Teachers design, administer, and grade school-based assessment tasks. 

Externally-based assessment tasks are designed, administered, and graded by IB 

examiners. IB uses criterion-based exams that rate students' performance in comparison 

to a set of standards set by the IBO (International Baccalaureate Organization, 2008). 

 IB externally-based exams ask students to apply the analytical and problem 

solving skills and content knowledge they gain in their IB coursework to specific 

problems or analyses. For example, a sample “English A1 – Higher Level” essay asks 

students to answer one essay question and base their answer on a least two of three works 

studied in class.  Students pick from 5 categories: drama, poetry, prose: the novel and 

short story, prose: other than the novel and short story, general questions on literature. 

On the English exam, students may choose from essay questions like the following: 

1) Using two or three of the works you have studied, discuss how and to what effect 
writers have used exaggeration as a literary device. 

 
2) Acquiring material wealth or rejecting its attractions has often been the base upon 

which writers have developed interesting plots. Compare the ways the writers of 
two or three works you have studied have developed such motivations. 

 
3) Discuss and compare the role of the speaker or persona in poems you have 

studied. You must refer closely to the work of two or three poets in your study 
and base your answer on a total of three or four poems (International 
Baccalaureate Organization, 2005).  

 
 
 A typical “Mathematics, Standard Level, Paper 2” essay asks students to show 

their work and support their answers with work and explanations.  It also asks students to 
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draw any graphs they create on their graphing calculator, and tell students that they could 

receive credit for using the correct method even if another error creeps in to produce an 

incorrect final answer. The exam includes five multi-step questions.  The following 

question addresses multiple math skills including probability, proportions, and algebra: 

In a large school, the heights of all fourteen-year-old students are 
measured. The heights of the girls are normally distributed with mean 
155cm and standard deviation 10cm. The heights of the boys are normally 
distributed with mean 160cm and standard deviation 12cm. 
(a) Find the probability that a girl is taller than 170 cm. 
(b) Given that 10% of the girls are shorter than x cm, find x. 
(c) Given that 90% of the boys have heights between q cm and r cm 
 where q and r are symmetrical about 160 cm, and q < r, find the  
 value of q and of r. 
 
In the group of fourteen-year-old students, 60% are girls and 40% are 
boys. The probability that a girl is taller than 170 cm was found in part (a). 
The probability that a boy is taller than 170 cm is 0.202. 
A fourteen-year-old student is selected at random. 
(d) Calculate the probability that the student is taller than 170 cm. 
(e) Given that the student is taller than 170 cm, what is the probability  
 the student is a girl? (International Baccalaureate Organization,  
 2006). 
 

  In addition to these kinds of assessments of specific course-based learning, the IB 

course of studies, like the British A-levels and the Singaporean exams, requires students 

to complete an extended essay.  This paper is an independent, self-directed piece of 

research, culminating in a 4,000-word paper. According to the IB organization, it is 

intended to provide practical preparation for the kinds of undergraduate research required 

in college, and an opportunity for students to engage in an in-depth study of a topic of 

interest within a chosen subject.  Emphasis is placed on the research process: formulating 

an appropriate research question, engaging in a personal exploration of the topic, 

communicating ideas, and developing an argument.  Participation in this process is 

intended to develop students’ capacity to analyse, synthesize, and evaluate knowledge.  
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Conclusion 

 An examination of assessment practices in a number of high-achieving nations 

and rigorous programs like the International Baccalaureate illustrates the importance of 

assessment of, for and as learning, rather than as a separate disjointed element the 

education enterprise.  High-quality assessments provide feedback to students, teachers, 

and schools about what has been learned, and they “feedforward” information that can 

shape future learning, as well as guide college and career-related decision making.  

These systems closely align curriculum expectations, subject and performance 

criteria, and desired learning outcomes.  They engage teachers in assessment 

development and scoring as a way to improve their professional practice and their 

capacity to support student learning and achievement.  They engage students in authentic 

assessments to improve their motivation and learning.  They seek to advance student 

learning in higher-order thinking skills and problem-solving by using a wider range of 

instructional and assessment strategies.   And they privilege quality over quantity of 

standardized testing – moving systems from ‘accounting’ to more useful ‘accountability’ 

for learning.   
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 Educational reform in the 1980’s was based on the premise that too many students knew how to 

repeat facts and concepts, but were unable to apply those facts and concepts to solve realistic problems 

that require complex thinking and reasoning skills.  Assessments needed to better reflect students’ 

competencies in applying their knowledge and cognitive skills to solve substantive, meaningful tasks. 

Promising advances in the study of both cognition and learning in content domains and of psychometrics 

also prompted individuals to think differently about how students process and reason with information 

and how assessments can be designed to capture meaningful aspects of student learning.  Performance 

assessments that assess complex cognitive skills were also considered to be valuable tools for educational 

reform by policy makers and advocates for curriculum reform (Linn, 1993; Resnick & Resnick, 1992).  

They were thought of as vehicles that could help shape sound instructional practice by modeling to 

teachers what is important to teach and to students what is important to learn.  Carefully crafted 

performance assessments that measure complex thinking and reasoning skills can serve as exemplars of 

assessments that stimulate and enrich learning rather than just serve as indicators of learning (Bennett & 

Gitomer, in press; Black &William, 1998). Performance assessments are needed to assess the types of 

thinking and reasoning skills that are valued by educators, and cannot be assessed by other item formats 

such as multiple-choice items.   

 The use of performance tasks in large-scale assessments has declined with the requirements of the 

NCLB Act of 2001 (U.S. Department of Education, 2002).  Under the NCLB Act, states are required to 

test all students from grades 3 through 8 annually in reading and mathematics, and students in high school 

at one grade level.  Students also need to be tested in science at one grade level in elementary, middle and 

high school. An example of a successful performance assessment program prior to NCLB was the 

Maryland School Performance Assessment Program (MSPAP) that was designed for grades 3, 5 and 8 to 

measure school-level performance and provides information for school accountability and improvement 

(Maryland State Board of Education, 1995).  These assessments were designed to promote performance-

based instruction and classroom assessment in reading, writing, mathematics, science and social studies. 

The performance assessment tasks were interdisciplinary, required students to produce both short and 

extended written responses, and some required hands-on activities and collaboration with peers.  

Maryland’s performance-based assessment was no longer tenable given the constraints imposed by the 

NCLB Act.  

This chapter addresses design, scoring and psychometric advances in performance assessment that 

allow for the assessment of 21st century skills.  Although performance assessments for classroom 

purposes are discussed, the focus of the chapter is on the use of performance assessments in large-scale 
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assessment programs. Advances in the integration of cognitive theories of learning and measurement 

models as they apply to the design of performance assessments are considered.  The chapter begins with a 

discussion on the advances in the design of performance assessments, including a description of the 

important learning outcomes that can be assessed by performance assessments, and not by other 

assessment formats.  The second section discusses advances in the scoring of performance assessments, 

including both the technical and substantive advances in automated scoring methods that allow for timely 

scoring of student performances to innovative item types. The third section addresses issues related to the 

validity and fairness of the use and interpretation of scores derived from performance assessments.  The 

type of evidence needed to support the validity of score interpretations and use, such as content 

representation, cognitive complexity, fairness, generalizability and consequential evidence, is discussed.  

It should be noted, however, that validity and fairness are addressed throughout the chapter. The last 

section briefly addresses additional psychometric advances in performance assessments, including 

advances in measurement models used to capture student performance and rater inconsistencies as well as 

advances in linking performance assessments.  

Design of Performance Assessments 

 In the design of any assessment, the type of score inferences one wants to make should first be 

delineated.    This includes deciding on whether one wants to generalize to the larger construct domain of 

interest, or to provide evidence of a particular accomplishment or performance.  The former requires 

sampling tasks from the domain to ensure content representativeness which will contribute to the validity 

of the score generalizations.  This approach is typically used in the design of large-scale assessments, and 

the challenges of ensuring valid generalizations to the content domain using scores derived from 

performance assessments will be addressed later in the chapter. The latter approach requires the 

specification of a performance assessment that allows for the demonstration of a broader ability or 

performance which is similar to a “merit badge” approach. This approach, performance demonstration, is 

commonly used for classroom purposes such as a high school project or paper.     

 This section focuses on design issues that need to be considered to ensure that performance 

assessments are capable of eliciting the cognitive processes and skills that they are intended to measure, 

and to ensure the coherency among curriculum, instruction and assessment.  Advances in the design of 

computer-based simulation tasks are addressed.  The use of computers allows for the modeling of 

performance tasks that engage students in meaningful problem solving and reasoning skills and for the 

monitoring and scoring of student performances.  Computer simulation tasks are ideal for capturing the 

multidimensionality of content domains and scores can be generated for the different dimensions being 

assessed.  Advances in the use of learning progressions in assessment design are also addressed.  The use 
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of learning progressions in the design of assessments is invaluable for monitoring an individual student or 

group’s progress, and for informing instruction and learning. The importance of expert review and field 

testing performance assessments is also discussed.  Throughout this section examples of performance 

assessments are also provided, some of which have been used in large-scale assessment programs. 

Description of Performance Assessment 

 Performance assessments can measure students’ cognitive thinking and reasoning skills and their 

ability to apply knowledge to solve realistic, meaningful problems.  They are designed to more closely 

reflect the performance of interest, allow students to construct or perform an original response, and use 

predetermined criteria to evaluate student work.  The close similarity between the performance that is 

assessed and the performance of interest is the defining characteristic of a performance assessment as 

described by Kane, Crooks, and Cohen (1999).  As stated by the Standards for Educational and 

Psychological Testing, performance assessments attempt to “emulate the context or conditions in which 

the intended knowledge or skills are actually applied” (AERA, APA, & NCME, 1999, p.137). As this 

definition indicates, performance assessments do not have to assess complex reasoning and problem 

solving skills.  As an example, if the targeted domain is the speed and accuracy at which students can 

keyboard, a measure that captures the accuracy and speed of students’ keyboarding would be considered a 

performance assessment.  Clearly, keyboarding is not a high level thinking skill but a learned automated 

procedural skill. The focus of this chapter will be on performance assessments that are designed to assess 

complex reasoning and problem solving skills in academic disciplines, and can be used for large-scale 

assessments. The Maryland School Performance Program (MSPAP) was an excellent example of a 

performance assessment that consisted of interdisciplinary tasks that assessed problem-solving, reasoning 

and evaluation skills (Maryland State Board of Education, 1995).  As an example for a grade 5 Science 

MSPAP task, students were asked to investigate how a hydrometer can be used to measure different 

levels of saltiness (salinity) in various water samples, predict how the hydrometer might float in mixtures 

of fresh and salt water, and determine how the hydrometer could be used to establish the correct salinity 

for an aquarium.  This hands-on task allowed students to conduct several investigations, make 

predictions, evaluate their work, and provide explanations for their responses.   

 Performance assessments require students to perform a task such as conducting a science 

investigation as described above, or to construct an original product or response such as writing an 

explanation of one’s solution to a mathematics problem or writing a persuasive essay.  Proficiency can be 

explained by the cognitive processes and skills involved in solving the performance task as well as the 

strategies chosen for solution, having the potential to provide rich information for diagnosing strengths as 

well as gaps in understanding for individual students as well as groups of students. When working on well 
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designed performance tasks, students may be engaged in applying their knowledge to real world 

problems, evaluating different approaches to solving problems, and providing reasoning for their 

solutions. A prevailing assumption underlying performance assessments is that they serve as motivators 

in improving student achievement and learning, and that they encourage instructional strategies that foster 

reasoning, problem-solving and communication (Frederiksen & Collins, 1989; National Council on 

Education Standards and Testing, 1992; Resnick & Resnick, 1982). Further, Mislevy (1993) pointed out 

that they allow for better measurements of change, both quantitatively and qualitatively. A hypothetical 

example of a quantitative measure of change for a mathematics performance assessment would be that a 

student used a recursive strategy only 2 out of 10 times during the first administration of a math 

assessment, but 6 out of 10 times during the second administration. An example of a qualitative 

evaluation of change would be that the student switched from a less effective strategy to the more 

sophisticated recursive strategy after instruction.   

 Performance assessments are contextualized, linking school activities to real world experiences 

(Darling-Hammond, Ancess, & Falk (1995), and can include opportunities for self reflection and 

collaboration as well as student choice, such as choosing a particular topic for a writing assignment 

(Baker, O’Neil, & Linn, 1993; Baron, 1991).  Collaborative efforts were required on the Maryland State 

Performance Assessment Program (MSPAP, Maryland State Board of Education, 1995) in that students 

worked together on conducting science investigations and evaluated each other’s essays.  Collaboration is 

required on many performance assessments outside of this country, such as a mathematics assessment in 

Denmark aimed at 16 year olds (Black & William, 2006). It can be argued that these types of 

collaborations on performance assessments better reflect skills required in the 21st century. Performance 

assessments may also allow for a particular task to yield multiple scores in different content domains, 

which has practical as well as pedagogical appeal. Tasks that are designed to elicit scores in more than 

one content domain may not only reflect a more integrated approach in instruction, but also motivate a 

more integrated approach to learning.  As an example, MSPAP tasks were integrated and would yield 

scores in two or more domains (Maryland State Board of Education, 1995). Practical implications for 

tasks that afford multiple scores may be reduced time and cost for task development, test administration 

and scoring by raters (Goldberg & Roswell, 2001). It is important, however, to provide evidence that each 

score represents the construct it is designed to measure and does not include construct-irrelevant variance 

(Messick, 1989). 

 Performance assessments, in particular, writing assessments, have been included in some large-scale 

assessment programs in this country for monitoring students’ progress towards meeting national or state 

content standards, promoting educational reform, and holding schools accountable for student learning. 
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High-stakes decisions are typically required as well as an evaluation of changes in performance over time, 

which requires a level of standardization of the content to be assessed, of the administration of the 

assessment, and of the scoring of student performances over time. Thus, extended time periods, 

collaborative work, choice of task, and use of ancillary material may challenge the standardization of the 

assessment and consequently, the accuracy of the score interpretations.  Large-scale performance 

assessment programs, such as MSPAP, however, have included these attractive features of performance 

assessments while ensuring the quality and validity of the score interpretations at the school level.  

 Another consideration in the design of assessments of complex skills is whether a portfolio approach 

will be used. The Advanced Placement (AP) Studio Art portfolios provide an excellent example of a 

large-scale portfolio assessment that has been sustained over time (Myford & Mislevy, 1995). As an 

example, in the 3-D Design portfolio students are required to submit a specified series of images of their 

3-D artworks and their artworks are evaluated independently according to their quality (demonstration of 

form, technique and content), breadth (demonstration of visual principles and material techniques), and 

concentration (demonstration of depth of investigation and process of discovery). Using a well-delineated 

scoring rubric for each of these three areas, from three to seven artist-educators evaluate the submitted 

images of the artwork.   The portfolios that are submitted are standardized in that specific instructions are 

provided to students that specify what type of artwork is appropriate and the students are provided with 

detailed scoring rubrics that delineate what is expected for each of the dimensions being assessed. 

 Performance assessments that are aligned with curriculum and instruction can provide valuable 

information to guide the instructional process.  Thus, it is imperative to ensure that both classroom and 

large-scale assessments are aligned to the curriculum and instruction. A rich, contextualized curriculum-

embedded performance assessment that is used for classroom purposes does not require the level of 

standardization as the typical large-scale performance assessment.  These curriculum-embedded 

assessments allow teachers to more fully understand the ways in which students understand the subject 

matter, and can help guide day-to-day instruction. Large-scale assessments can also inform instruction, 

but at a broader level for both individual students and groups of students (e.g. classrooms). 

Cognitive Theories in the Design of Performance Assessments 

 The need for models of cognition and learning and quantitative psychometric models to be used 

together to develop and interpret achievement measures has been widely recognized (Embretson, 1985; 

Glaser, Lesgold & Lajoie, 1987; National Research Council, 2001).  The deeper the understanding of how 

individuals acquire and structure knowledge and cognitive skills, and how they perform cognitive tasks, 

the better able we are to assess students’ cognitive thinking and reasoning and obtain information that will 

lead to improved learning. Substantial theories of knowledge acquisition are needed in order to design 
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assessments that can be used in meaningful ways to guide instruction and monitor student learning.  

Several early research programs that have had a direct impact on the assessment of achievement studied 

the difference between experts’ and novices’ knowledge structures (e.g., Simon & Chase, 1973; Chi, 

Feltovich, & Glaser, 1981).  Chi and her colleagues (1981) demonstrated that an expert’s knowledge in 

physics is organized around central principals of physics, whereas a novice’s knowledge is organized 

around the surface features represented in the problem description.  It is important to point out that much 

of what is known in the development of expertise is based on studies of students’ acquisition of 

knowledge and skills in content domains.  

 Other early approaches that link cognitive models of learning and psychometrics have drawn upon 

work in the area of artificial intelligence (e.g., Brown & Burton, 1978).  As an example, Brown and 

Burton (1978) represented the complex procedures underlying addition and subtraction as a set of 

component procedural skills, and described proficiency in terms of these procedural skills.  Using 

artificial intelligence, they were able to uncover procedural errors or bugs in students’ performance that 

represented misconceptions in their understanding.  Cognitive task analysis using experts’ talk alouds 

(Ericcson & Smith, 1991) has also been used to design performance assessments in the medical domain 

(Mislevy, Steinberg, Breyer, Almond, & Johnson, 1999).   Features of the expert’s thinking, knowledge, 

procedures, and problem posing are considered to be indicators of developing expertise in the domain 

(Glaser, Lesgold & Lajoie, 1987), and can be used systematically in the design of assessment tasks.  

These features can then in turn be used in the design the scoring rubrics by embedding them in the criteria 

at each score level.  Experts need not be professionals in the field.  Instead, in the design of K-12 

assessments, experts are typically considered students who have attained competency within the content 

domain. 

 While there is the recognition that theories of cognition and learning should serve as the foundation 

for the design and interpretation of assessments, widespread use of cognitive models of learning in 

assessment design has not been realized. As summarized by Bennett and Gitomer (in press), there are 

three primary reasons for this: 1) the disciplines of psychometrics and of cognition and learning have 

developed separately are just beginning to merge, 2) theories of the nature of proficiency and learning 

progressions are not fully developed, and 3) there are both economic and practical constraints.  There are 

promising assessment design efforts; however, that are taking advantage of what has been learned about 

the acquisition of student proficiency. A systematic approach to designing assessments that reflect 

theories of cognition and learning is embodied in Mislevy and his colleagues’ (Mislevy, Steinberg, and 

Almond, 2003) evidence-centered design (ECD)  in which evidence observed in student performances on 
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complex problem solving tasks (that have clearly articulated cognitive demands) is used to make 

inferences about student proficiency. Some of these design efforts will be discussed in this chapter. 

Delineation of a Conceptual Framework for Design 

 A well designed performance assessments begins with the delineation of the conceptual framework.   

The extent to which the conceptual framework considers cognitive theories of student proficiency and is 

closely aligned to the relevant curriculum will affect the validity of score interpretations.   The delineation 

of the conceptual framework includes a description of the construct to be assessed, the purpose of the 

assessment, and the intended inferences to be drawn from the assessment results (Lane & Stone, 2006). 

Construct theory as a guide to the development of an assessment provides a rationale basis for specifying 

features of assessment tasks and scoring rubrics as well as for expecting certain empirical evidence, such 

as the extent of homogeneity of item responses and the relationship between scores with other measures  

(Messick, 1994; Mislevy, 1996; National Research Council, 2001).  Two general approaches to designing 

performance assessments has been proposed, a construct-centered approach and a task-centered approach 

(Messick, 1994).  Under the construct-centered approach, the construct is specified by identifying the 

complex set of knowledge and skills that need to be assessed and are valued in instruction. The 

performances or responses that should be elicited by the assessment are then identified. By using this 

design approach, the construct guides the development of the tasks as well as the specification of the 

scoring criteria and rubrics.   

 By focusing on the construct in assessment design, the test designer can pay attention to both 

construct-irrelevant variance and construct underrepresentation which may have an impact on the validity 

of score inferences (Messick, 1994).  Construct underrepresentation occurs when the assessment does not 

fully capture the targeted construct, and therefore the score inferences may not be generalizable to the 

larger domain of interest.  Construct-irrelevant variance occurs when one or more irrelevant constructs is 

being assessed in addition to the intended construct.  For example, students’ writing ability may have an 

unwanted impact on performance on a mathematics assessment. The section on validity and fairness of 

assessment later in the chapter provides a discussion on construct-irrelevant variance and construct 

underrepresentation. Scores derived from a construct-centered approach may be more generalizable 

across variations in tasks, settings, and examinee groups than scores derived from a task-centered 

approach because of the attention to reducing construct-irrelevant variance and to increasing the 

representation of the construct (Messick, 1994).  

 For large-scale educational assessments, the conceptual framework is typically defined by content 

standards delineated at the state or national level. The grain at which the content standards are specified 

impacts on whether narrow bits of information will be assessed or whether broader, more contextualized 
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understanding of the content domain will be assessed.   This is because the content standards guide the 

development of the test specifications that include the content, cognitive processes and skills, and 

psychometric characteristics of the tasks. Thus, the extent to which an assessment is valued will be 

dependent on the quality of the content standards. 

 Test specifications need to clearly articulate the cognitive demands of the tasks, problem solving 

skills and strategies that can be employed, and criteria to judge performance.  This includes the 

specification of knowledge and strategies that are not only linked closely to the content domain, but also 

those that are content domain independent (Baker, 2007).  Carefully crafted and detailed test 

specifications are even more important for performance assessments than multiple-choice tests because 

there are fewer performance tasks and typically each is designed to measure something that is relatively 

unique (Haertel & Linn, 1996).  The use of detailed test specifications can also help ensure that the 

content of the assessment is comparable across years so as to allow for measuring change over time. The 

performance tasks and scoring rubrics are then developed iteratively based on a well-delineated 

conceptual framework and test specifications (Lane & Stone, 2006).  

 The use of conceptual frameworks in designing performance assessments leads to assessments that 

are linked to educational outcomes and provide meaningful information that can guide curriculum and 

instructional reform. As an example, a construct-centered approach was taken in the design of a 

mathematics performance assessment that required students to show their solution processes and explain 

their reasoning (Lane, 1993; Lane et al., 1995). The conceptual framework that Lane and her colleagues 

proposed then guided the design of the performance tasks and scoring rubrics.  Cognitive theories of 

student mathematical proficiency provided a foundation for defining the construct domain of 

mathematics. Four components were specified for the assessment and task design and further delineated: 

cognitive processes, mathematical content, mode of representation and task context.  To reflect the 

complex construct domain of mathematical problem solving, reasoning and communication, for example, 

a range of cognitive processes were specified including discerning mathematical relations, using and 

discovering strategies and heuristics, formulating conjectures, and evaluating the reasonableness of 

answers. Performance tasks were then developed to assess one or more of these skills. 

 Underlying performance assessments is a continuum that represents different degrees of structure 

versus open-endedness in the response (Messick, 1996).  The degree of structure for the problem posed 

and the response expected should be considered in the design of performance assessments.  Baxter and 

Glaser (1998) characterized performance assessments along two continuums with respect to their task 

demands.  One continuum represents the task demand for cognitive processes ranging from open to 

constrained, and the other continuum represents the task demand for content knowledge from rich to lean.  
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A task is process open if it promotes opportunities for students to develop their own procedures and 

strategies, and a task is content rich if it requires substantial content knowledge for successful 

performance.  These two continuums are crossed to form four quadrants so that tasks can be designed to 

fit one or more of these quadrants.  This allows for clearly articulated cognitive and content targets in task 

design, and for the evaluation of tasks in terms of their alignment with these targets (Baxter & Glazer, 

1998).  In the design of performance assessments that assess complex cognitive thinking skills, design 

efforts can be aimed primarily in the quadrant that reflects tasks that are process open and content rich; 

however, familiarity with these types of tasks in instruction and the age of the student needs to be 

considered in design efforts.  The two continuums (content knowledge and cognitive processes) could 

allow for more than four quadrants so as to examine students’ progression in understanding within a 

content area. 

 Templates for Task Design.   It is beneficial to develop templates for task design to ensure that the 

cognitive skills that are of interest are assessed. Templates can be developed for performance tasks that 

allow for tasks to be designed that assess the same cognitive processes and skills, and a scoring rubric can 

then be designed for the tasks that can be generated from a particular template. The use of templates for 

task design allows for an explicit delineation of the cognitive skills to be assessed, and can improve the 

generalizability of the score inferences.  A model-based assessment approach that uses task templates has 

been proposed by Baker (2007).  The major components of the model are the cognitive demands of the 

task, criteria to judge performance derived by competent performance, and a content map that describes 

the subject matter, including the interrelationships among concepts and the most salient features of the 

content.  The cognitive demands of the tasks can then be represented in terms of families of tasks (or task 

templates) such as reasoning, problem solving, and knowledge representation tasks (Baker, 2007).  As an 

example, the explanation task template asks students to read one or more texts that require some prior 

knowledge of the subject domain, including concepts, principles and declarative knowledge, in order to 

understand them, and to evaluate and explain important issues introduced in the text (Neimi, Baker, & 

Sylvester, 2007). A task from the explanation family that was developed for assessing student proficiency 

in Hawaii is provided below (Neimi, Baker, & Sylvester, 2007, p. 199). 

 Imagine you are in a class that has been studying Hawaiian history.  One of your 
friends, who is a new student in the class, has missed all the classes. Recently, your class 
began studying the Bayonet Constitution. Your friend is very interested in this topic and 
asks you to write an essay to explain everything that you have learned about it. 
 
 Write an essay explaining the most important ideas you want your friend to 
understand.  Include what you have already learned in class about Hawaiian history and 
what you have learned from the texts you have just read.  While you write, think about 
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what Thurston and Liliuokalani said about the Bayonet Constitution, and what is shown 
in the other materials. 
 
 Your essay should be based on two major sources: 

1.  The general concepts and specific facts you know about Hawaiian history, 
and especially what you know about the period of Bayonet Constitution.  

2. What you have learned from the readings yesterday. 
     

Prior to receiving this task, students were required to read the primary source documents that were 

referred to in the prompt.  This task requires students to not only make sense of the material from multiple 

sources, but to integrate material from these multiple sources in their explanations.  This provides just one 

example of a task that can be generated from the explanation task template. Task templates can also be 

used to design computer-based simulation tasks. 

Design of Computer-Based Simulation Tasks 

 Computer-based simulations have made it possible to assess complex thinking skills that cannot be 

measured well by more traditional assessment methods.  Using extended, integrated tasks, a large 

problem-solving space with various levels of complexity can be provided in an assessment (Vendlinski, 

Baker, & Niemi, 2008). Computer-based simulation tasks can assess student competency in formulating 

and testing and evaluating hypotheses, selecting an appropriate solution strategy, and when necessary, 

adapting strategies based on the degree of success to solution.  An attractive feature of computer-based 

simulation tasks is that they can include some form of immediate feedback to the student according to the 

course of actions taken by the student.  Other important features of computer-based simulations include 

the variety of the types of interactions that a student has with tools in the problem solving space and the 

monitoring and recording of how student use these tools (Vendlinski et al., 2008).  Technology used in 

computer-based simulations allow assessments to provide more meaningful information by capturing 

students’ processes and strategies, as well as their products.  Information on how a student arrived at an 

answer or conclusion can be valuable in guiding instruction and monitoring the progression of student 

learning (Bennett, Persky, Weiss, & Jenkins, 2007).  The use of automated scoring procedures for 

evaluating student performances to computer-based simulations tasks addresses the cost and time 

demands of human scoring.   

 Several issues need to be considered in the design of computer-based simulations such as the 

examinee’s familiarity with the navigation rules and controls imposed by the computer interface and 

testing network requirements, the potential requirement of examinees’ to record their answers in an 

unusual manner, and the large amount of data that needs to be summarized in a meaningful way (Bennett, 

et al., 2007; DeVore, 2002).  Like all assessments, computer-based tasks have the potential to measure 

factors which are irrelevant to the construct that is intended to be assessed, and therefore the validity of 
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the score interpretations can be hindered.  It is important to ensure that the computer interface is one in 

which examinees are familiar with, and students have had the opportunity to practice with the computer 

interface and navigation system.  It is also important to ensure that the range of cognitive skills and 

knowledge assessed are not narrowed to those that are more easily assessed using computer technology.  

Further, the automated scoring procedures need to reflect important features of proficiency so as to ensure 

that the generated scores provide accurate interpretations (Bennett, 2006; Bennett & Gitomer, in press).  

The use of test specifications that delineate the cognitive skills and knowledge that are intended to be 

assessed by the computer-based simulations will help ensure representation of the assessed content 

domain in both the tasks and scoring procedures so as to allow for valid score interpretations. Further, 

task templates can be used to ensure that the tasks and scoring rubrics embody the important cognitive 

demands. 

 The advancements of computer technology have made it possible to use performance-based 

simulations, which assess problem solving and reasoning skills in large scale, high-stakes assessment 

programs.  The most prominent large-scale assessments that use computer-based simulations are licensure 

examinations in medicine, architecture and accountancy. As an example, computer-based case 

simulations have been designed to measure physicians’ patient-management skills, providing a dynamic 

interaction simulation of the patient-care environment (Clyman, Melnick, & Clauser, 1995).  In this 

assessment, the examinee is first presented with a description of the patient and then the examinee must 

manage the patient case by selecting history and physical examination options or by making entries into 

the patient’s chart to request tests, treatments, and/or consultations. The condition of the patient changes 

in real time based on the patient’s disease and the examinee’s course of actions.  The computer-based 

system generates a report that displays each action taken by the examinee and the time that the action was 

ordered.  The examinee performance is then scored by a computer automated scoring system according to 

the appropriateness of the sequence of the ordered actions. It is apparent that this licensure examination 

captures some essential and relevant problem-solving, judgment and decision making skills that are 

required of physicians. 

 A research project that used the architecture computer-based exam demonstrated how the format of a 

task can affect the problem solving and reasoning skills that are used by examinees (Martinez &Katz, 

1996).  Differences in the cognitive skills assessed by computer-based figural responses items as 

compared to multiple-choice items in the architecture exam were observed.   As an example, for one 

figural response item, a building site which is surrounded by icons that represent a parking lot, 

playground, and library are presented on the computer screen.   The examinee is asked to select a tool, 

such as one that rotates or moves an icon, and through a series of mouse movements and clicks the 
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examinee is asked to arrange the icons to meet particular criteria.  Other figural response items require 

students to draw lines or arrows or attach labels to parts of a diagram.  The results of their study suggest 

that on items that required students to use their own strategies, the skills used to solve the tasks differed 

dependent on whether it was a figural response item or a multiple-choice item.  For the figural response 

items, students devised a strategy, generated a response and evaluated it based on the criteria, whereas on 

the multiple-choice items students just examined each alternative with respect to the criteria. The 

cognitive demands of the item formats were clearly different, with the skills engaged by students on the 

figural response items being better aligned to the skills of interest than those used on the multiple-choice 

items.   

 Using evidence-centered design (Mislevy, Steinberg, and Almond, 2003), computer simulations tasks 

in the physics domain were developed in the context of a NAEP research project (Bennett, Persky, Weiss, 

& Jenkins, 2007).  The goal of this project was to examine the feasibility of including computer-based 

simulations on the NAEP science assessment. The computer simulation tasks were designed to represent 

exploration features of real-world problem solving, and incorporated “what-if” tools that students used to 

uncover underlying scientific relationships.  To assess scientific inquiry skills, students were required to 

design and conduct experiments, interpret results, and formulate conclusions.  As part of the simulations, 

students needed to select values for independent variables and to make predictions as they designed their 

experiments.  To interpret their results students needed to develop tables, graphs and formulate 

conclusions.  In addition to these scientific inquiry tasks, tasks were developed to assess students’ search 

capabilities on a computer. One 8th grade inquiry computer-based simulation task required students to 

investigate why scientists use helium gas balloons to explore out of space and the atmosphere (Bennett et 

al., 2007).  An example of an item within this task that required students to search a simulated World 

Wide Web is provided below (Bennett et al., 2007, p. 41).   

Some scientists study space with large helium gas balloons.  These balloons are usually 
launched from the ground into space but can also be launched from a spacecraft near 
other planets. 
 
Why do scientists use these gas balloons to explore outer space and the atmosphere 
instead of using satellites, rockets, or other tools? Be sure to explain at least three 
advantages of using gas balloons. 
 
Base your answer on more than one web page or site.  Be sure to write your answer in 
your own words. 

      

This task assesses students’ research skills using a computer which is typical of what is expected in their 

instructional experiences. An example of a related scientific inquiry task that required students to evaluate 
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their work, form conclusions and provide rationales after designing and conducting a scientific 

investigation is provided below (Bennett et al., 2007, p. 46). 

 

  How do different amounts of helium affect the altitude of a helium balloon? 
 
  Support your answer with what you saw when you experimented.   
 

These simulation tasks were based on models of student cognition and learning and allowed for the 

assessment of problem-solving, reasoning and evaluation skills that are valued within the scientific 

discipline. It should be noted that for the 2009 science NAEP, a sample of the students were administered 

these types of computer-based simulation tasks, requiring them to engage in the processes of scientific 

inquiry by working on a simulated experiment, recording data and critiquing a hypothesis (Sawchuk, 

2009).  

 Computer-based simulation tasks in the reading, mathematics and writing domains are being designed 

and evaluated for their potential inclusion in an integrated accountability and formative assessment 

system (Bennett & Gitomer, in press; O’Reilly & Sheehan, in press).  In the reading domain, a cognitive 

model of reading competency serves at the basis for both assessing learning and advancing learning. 

Three assessment design features that are aimed at assessing deeper processing by requiring students to 

actively construct meaning from text, and are based on a cognitive model of reading are described by 

O’Reilly and Sheehan (in press).  First, in the assessment a scenario is provided that describes the purpose 

of reading.  Because students engage in the reading process in meaningfully different ways dependent on 

the purpose of reading, the purpose of reading is clearly articulated.  Second, students are required to read 

multiple texts so as to encourage students to integrate and synthesize information across texts.  Lastly, to 

assess students’ evaluation skills texts of varying quality are provided.  

 One of the four important components assessed in their reading competency model is the student’s 

ability to extract discourse structure (the other three are understanding vocabulary, drawing necessary 

inferences, and identifying important details).  As O’Reilly and Sheehan (in press) pointed out, requiring 

students to construct a lengthy written summary may be more appropriate in the assessment of writing 

and not reading since the quality of students’ response to a reading task can be affected by their writing 

ability. Instead they use graphical representations for students to map out the structure of the text, 

including graphic hierarchical organizers and construct maps.  The use of graphical representations 

instead of written summaries helps ensure that a student’s writing ability does not unduly affect their 

performance on the reading tasks.  This may help in minimizing construct-irrelevant variance. Further, the 

use of graphical representations will more easily allow for computer automated scoring procedures to be 
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used in the scoring of students’ competency in organizing and summarizing information that they have 

read from one or more texts.  This research program draws on models of cognition and learning and 

advances in technology and measurement to design assessments that capture students’ complex thinking 

skills and thus has the capacity to provide meaningful information to guide instruction.  As the 

researchers have indicated there are a number of things that are being addressed in the design of these 

computer-based simulation tasks so as to ensure the validity of the score interpretations. Response 

formats are being chosen to minimize the extent to which writing is affecting the scores on reading and 

mathematics tasks, and that allow for automated scoring. Also, careful attention is being paid to 

representing the content and cognitive skills across the tasks so as to ensure the validity of the score 

generalizations. 

Design of Assessments that Measure Learning Progressions 

 Assessments that reflect learning progressions are capable of identifying where students are on the 

learning progression and the skills and knowledge they need to acquire to become more competent. There 

have been some recent advances in assessment design efforts that reflect learning progressions or 

sometimes referred to as construct maps.  Learning progressions indicate what it means to acquire 

understanding within a construct domain, and they identify where a student is on the continuum of the 

underlying construct.  More specifically, they have been defined as “descriptions of successively more 

sophisticated ways of reasoning within a content domain based on research syntheses and conceptual 

analyses” (Smith, Wiser, Anderson, & Krajcik, 2006, p. 1), and should be organized around central 

concepts or big ideas within a content domain. Empirically validated models of cognition and learning 

can be used to design assessments that monitor students’ learning as they develop understanding and 

competency in the content domain.  These models of student cognition and learning across grade levels 

can be reflected in a coherent set of content standards across grade levels.  This will help ensure the 

continuity of the assessment of students across grades, and will allow for monitoring student 

understanding and competency and for informing instruction and learning. 

 An issue in the design of learning progressions is that there may be multiple paths to proficiency; 

however some paths typically are followed by students more often than others (Bennett & Gitomer, in 

press; NRC, 2006).  The use of these common paths to define learning progressions and the ways in 

which students gain a deep understanding of the content domain can be used as the foundation for 

designing assessments that monitor student achievement and learning. Learning progressions that are 

based on cognitive models of learning and are supplemented by teacher knowledge of student learning 

within content domains can inform the design of assessments that will elicit evidence to support 

inferences about student achievement at different points along the learning progression (NRC, 2006).  
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Further, they have the potential to lead to more meaningful scaling of assessments that span grade levels, 

and thus more valid score interpretations regarding student growth. 

 Wilson and his colleagues have designed an assessment system that incorporates information from 

learning progressions and advances in both technology and measurement referred to as the BEAR 

Assessment System (Wilson, 2005; Wilson & Sloane, 2000). One application of this assessment system is 

for measuring student’s progression for one of the three “big ideas” in the domain of chemistry, namely 

matter which is concerned with describing molecular and atomic views of matter (Wilson, 2005).  The 

two other “big ideas are change  and stability, the former is concerned with kinetic views of change and 

the conservation of matter during chemical change, and the latter is concerned with the system of 

relationships in conservation of energy.  Figure 1 illustrates the construct map for the matter big idea for 

two of its substrands, visualizing and measuring.   

Insert Figure 1 

 Level 1 in the table is the lowest level of proficiency and reflects students’ lack of understanding of 

atomic views of matter, reflecting only their ability to describe some characteristics of matter, such as 

differentiating between a solid and a gas (Wilson, 2005). At level 2, students begin to use a definition or 

simple representation to interpret chemical phenomena, and at level 3 students begin to combine and 

relate patterns to account for chemical phenomena.  Items are designed to reflect the differing 

achievement levels of the learning progression, or construct map, and empirical evidence is then collected 

to validate the construct map.  A task designed to assess the lower levels of the construct map depicted in 

Figure 1 asks students to explain why two solutions with the same molecular formula have two very 

different smells.  The task presents students with the two solutions, butyric acid and ethyl acetate, their 

common molecular formula, C4H8O4 , and a pictorial representation depicting that one smells good and 

the other bad.  The students are required to respond in writing to the following prompt (Wilson, 2005, p. 

11).  

Both of the solutions have the same molecular formulas, but butyric acid smells bad 
and putrid while ethyl acetate smells good and sweet. Explain why these two 
solutions smell differently.   
 

By delineating the learning progressions within each of the “big ideas” of chemistry based on models of 

cognition and learning, assessments can be designed so as to provide evidence to support inferences about 

student competency at different achievement levels along the learning progressions.  Performance 

assessments are well-suited for capturing student understanding and thinking along these learning 

progressions.  Smith and her colleagues (Smith et al., 2006) proposed a learning progression around three 

key questions and six big ideas within the scientific topic of matter and atomic-molecular theory and 
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provided examples of performance tasks that can assess different points along the continuum of 

understanding and inquiry within this domain. 

 Learning progressions are also considered in the BioKIDS project that is based on the Principled 

Assessment Designs for Inquiry (PADI) system.  Within this system, three main design patterns for 

assessing scientific inquiry were identified, including formulating scientific explanations from evidence, 

interpreting data, and making hypotheses and predictions (Gotwals & Songer, 2006). Tasks based on a 

specific design pattern have many features in common.  As an example, the design pattern, Formulating 

Scientific Explanations from Evidence, has two dimensions that are crossed: the level of inquiry skill 

required for the task and the level of content knowledge required for the task. This allows for the design 

of assessment tasks in 9 cells, each cell representing a task template. There are three inquiry skill steps, 

from Step 1 to Step 3: “students match relevant evidence to a given claim, students choose a relevant 

claim and construct a simple explanation based on given evidence (construction is scaffolded), students 

construct a claim and explanation that justifies the claim using relevant evidence (construction is 

unscaffolded)” (Gotwals & Songer, 2006, p. 13).  The level of content knowledge required for the task is 

classified as simple, moderate or complex, requiring minimal content knowledge and no interpretation to 

applying extra content knowledge and interpretation of evidence.  This is similar to Baxter and Glaser’s 

(1998) conceptualization of four quadrants that differ in terms of content-richness and level of inquiry 

skills, but further divides these two dimensions into 9 quadrants.  To better reflect scientific inquiry, 

Gotwal and Songer (2006) have proposed a matrix for each of the three design patterns (formulating 

scientific explanations from evidence, interpreting data, and making hypotheses and predictions).   

 In designing performance tasks, the amount of scaffolding needs to be considered. Scaffolding is a 

task feature that is manipulated explicitly in the BioKIDS design patterns   (Gotwals & Songer, 2006; 

Mislevy & Haertel, 2006).  For example, Figure 2 presents two scientific inquiry assessment tasks that 

require scientific explanations from the BioKIDS project. The first task requires more scaffolding than the 

second task.  The amount of scaffolding built into a task depends on the age of the students and the extent 

to which students have had the opportunity in instruction to solve tasks that require explanations and 

complex reasoning skills.  The first task in the figure represents the second step in the level of inquiry 

skills and the second level of content knowledge (moderate) in that evidence is provided (pictures of 

invertebrates that must be grouped together based on their characteristics), but the student needs to choose 

a claim and construct the explanation, and they must interpret evidence and/or apply additional content 

knowledge (need to know what characteristics are relevant for classifying animals).  The second task is at 

Step 3 of the  level of inquiry skill and the third level of content knowledge (complex) in that the student 

needs to construct a claim and an explanation that requires the interpretation of evidence and application 
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of additional content knowledge (Gotwals & Songer, 2006). More specifically, in this second task, 

“Students are provided a scenario, and they must construct (rather than choose) a claim and then, using 

their knowledge of food web interactions, provide evidence to back up their claim” (Gotwals & Songer, p. 

16).   

Insert Figure 2 

 Additional Examples of Performance Tasks.  This section provides additional examples of 

performance tasks that draw on cognitive theories of student thinking and learning. The National 

Assessment of Educational Progress (NAEP) has included hands-on performance tasks in their science 

assessment (U.S. Department of Education, 2005) so as to better measure complex problem solving and 

reasoning skills. These tasks require students to engage in scientific inquiry, and to record their 

observations and conclusions by answering both multiple-choice and constructed-response items. As an 

example, a public release 4th grade task, Floating Pencil, provides students with a set of materials, 

including bottles of freshwater, salt water and “mystery” water.  Students are required to perform a series 

of investigations to determine the properties of salt and freshwater, and to determine whether the bottle of 

mystery water is salt water or freshwater.  After responding to a number of questions throughout their 

investigation, the students are asked (U.S. Department of Education, 2005, p. 10): 

Is the mystery water fresh water or is it salt water? 

How can you tell what the mystery water is? 

 

When people are swimming, is it easier for them to stay afloat in the ocean or in a 

freshwater lake? 

Explain your answer.     

 

The use of these hands-on performance tasks and constructed-response items allow NAEP to better assess 

scientific inquiry skills. As previously discussed, NAEP is currently examining the use of computer-based 

simulations to assess scientific inquiry.   

The most commonly used large-scale performance assessments in this country are writing 

assessments.  Writing assessments may consist of stand-alone writing prompts or text-based writing 

prompts.  Stand-alone writing prompts require students to produce a written response to a given brief 

topic or prompt. Whereas, text-based writing prompts reflect the reading and writing connection, in that 

students are asked to read about a topic from one or more sources, analyze it from a particular 

perspective, and then write a response (Nelson & Calfee, 1998).  It has been argued that text-based 

writing assessments are more aligned to the writing that occurs in most classrooms in grades 6 through 
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12, higher education and the workplace.  An example of a writing assessment that includes both stand-

alone and text-based writing prompts is the Delaware Student Testing Program (DSTP; Delaware 

Department of Education, 2000).  A text-based writing task in the Delaware state assessment is linked to a 

passage in the reading assessment, and student responses to the task are scored twice, once for reading 

and once for writing.  An example 8th grade text-based persuasive writing prompt from the DSTP which 

requires students to read an article prior to writing is provided below.  

 

The article you have just read describes some problems and possible solutions for dealing with 
grease.  Do you think grease should be classified or labeled as a pollutant? 
 
Write a letter to the Environmental Protection Agency explaining whether or not grease should be 
classified as a pollutant.  Use information from this article to support your position.  (Delaware 
Department of Education, 2005, p. 5) 
 

This task is aligned to the reading and writing connection that occurs in instruction in Delaware 

classrooms.  Students are first asked to read about a topic and then to use the information that they have 

read to support their position in their written product.   

 Another example of an assessment program that reflected the reading and writing connection was the 

Maryland School Performance Assessment Program (MSPAP; Maryland State Board of Education, 

1995).  It consisted of integrated performance tasks in writing, reading, social studies and science.  For 

example, a writing task may have required the student to read one or more text in the social studies or 

science domains, analyze the text from a particular perspective, and then write an essay.  A complex 

integrated performance task from MSPAP that addressed issues related to child labor is provided in the 

appendix. This is an integrated task that assesses reading, writing, language usage and social studies.  For 

this task students were required to read “A Letter to Hannah” and “Mill Children” (only the first two 

pages of the two texts are included), and were asked to respond to a series of questions based on these 

readings, some of the questions required students to integrate their understanding of the two texts. They 

were also provided with two maps and were asked to respond to questions based on their understanding of 

the texts, maps, and general social studies content knowledge.   A persuasive writing prompt was also 

given in which students needed to use information from the texts to support their views on child labor. 

The writing portion of the task also required students to engage in the different stages of the writing 

process (prewriting, writing, review and editing, and final version) as well as peer review.  As indicated 

previously, MSPAP was the only completely state performance-based assessment program in multiple 

content areas that sustained success over a number of years. 

Review and Field-testing Performance Assessments 
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 Performance assessments need to be appraised with regard to the quality and comprehensiveness of 

the content and processes being assessed and with regard to potential issues of bias in task content, 

language and context.  The review process is an iterative process in that when tasks are developed they 

may be reviewed by experts and modified a number of times prior to and after being field-tested.  This 

involves logical analyses of the tasks to help evaluate whether they are assessing the intended content and 

processes, worded clearly and concisely, and free from anticipated sources of bias.  The development 

process also includes field testing the tasks and scoring rubrics to ensure they elicit the processes and 

skills intended.   

 It is important to field test items individually as well as in a large scale administration. For example, 

protocol analysis in which students are asked to think aloud while solving a task or to describe 

retrospectively the way in which they solved the task can be conducted to examine whether the intended 

cognitive processes are elicited by the task (Chi, Glaser, & Farr, 1988; Ericsson & Simon, 1984).  These 

individual pilots afford rich information from a relatively small number of students regarding the degree 

to which the tasks evoke the content knowledge and complex thinking processes that they were intended 

to evoke, and allows for additional probing regarding the processes underlying student performance.  The 

individual piloting of tasks also provides an opportunity for the examiner to pose questions to students 

regarding their understanding of task wording and directions, and to evaluate their appropriateness for 

different subgroups of students, such as students whose first language is not English.  

 A large-scale field testing provides additional information regarding the quality of the tasks including 

the psychometric characteristics of the items.  Student work from constructed-response items or essays 

can also be analyzed to ensure that the tasks evoke the content knowledge and cognitive processes that 

they are intended to evoke, and the directions and wording are as clear as possible.  Multiple variants of 

tasks can also be field-tested to further examine the best way to phrase and format tasks to ensure that all 

students have the opportunity to display their reasoning and thinking.  Any one of these analyses may 

point to needed modifications to the tasks.  

 Large-scale field testing of performance tasks poses a risk to security because they tend to be 

memorable to students. To help ensure the security of performance assessments, some state assessment 

programs have field tested new tasks in other states.   As an example, the initial field-testing of writing 

prompts for the Maryland Writing Test (MWT) occurred in states other than Maryland (Ferrara, 1987).  

The state’s concern about the comparability of the out-of-state sample with respect to demographics, 

motivation and writing instruction however led them to an in-state field test design.  While security issues 

such as students sharing the field-test prompts with other students were considered problematic, the 

improvement of the field test data outweighed security concerns (Ferrara, 1987).  For example, in 1988, 



21 

 

22 new prompts were field tested on a sample of representative 9th grade students in Maryland with each 

student receiving 2 prompts.  The anchor prompts were spiraled with the field test prompts in the 

classrooms and each prompt was exposed only to approximately 250 students (Maryland State 

Department of Education, 1990).  Field test prompts that were comparable to the anchor prompts (e.g., 

similar means and standard deviations) were selected for future operational administrations (Ferrara, 

personal communication, July 30, 2009) and sophisticated equating procedures were not used.  Enough 

prompts produced similar mean scores and standard deviations so as to be considered interchangeable. 

 To help maintain the security of the Maryland Writing Test prompts a number of procedures were 

implemented (Ferrara, personal communication, July 30, 2009).  First, the number of students who were 

exposed to any one prompt was small (approximately 250), and the number of teachers involved in the 

field test was relatively small.  Second, the prompts were field tested two to three years before they were 

administered on an operational test. Third, there was rigorous enforcement of security regulations.

 For the field testing of essay topics for the new SAT, a number of steps are implemented to help 

ensure the security of the prompts (Educational Testing Service, 2004).  First, approximately 78 topics are 

pretested each year to a representative sample of junior and seniors in high-schools across the country.  

No more than 175 students are involved in the field test in a participating school, and only 3 prompts are 

administered in any one school with each student receiving only 1 prompt.  Each prompt is field tested in 

approximately 6 schools so that only 300 students are administered a given prompt.  Second, prompts are 

field tested at least 2 years prior to being on an operational form of the SAT.  Third, rigorous security 

procedures are used for shipping and returning the field-test prompts.  Lastly, several security procedures 

are implemented during the pretest readings such as the requirement of signed confidentiality statements 

by all prescreened readers who have served on College Board writing committee. 

 Security issues need to be considered for assessment programs for which the intent is to generalize 

from the score to the broader content domain. If security is breeched and the assessment tasks are known 

prior to the administration of the assessment, some scores will be artificially inflated which will have an 

impact on the validity of the score interpretations. Prior exposure to the task is not a security issue for 

performance demonstrations such as a high school project that requires students to demonstrate 

competency within a discipline.  However, other issues need to be considered for performance 

demonstrations, such as ensuring the demonstration reflects the examinee’s work and not others unless a 

specified amount of collaboration was permitted. 

Scoring Performance Assessments 

 As in the design of performance tasks, the design of scoring rubrics is an iterative process and 

involves coordination across grades as well as across content domains to ensure a cohesive approach to 



22 

 

student assessment (Lane & Stone, 2006). Much has been learned about the design of quality scoring 

rubrics for performance assessments.  First, it is critical to design scoring rubrics that include criteria that 

are aligned to the processes and skills that are intended to be measured by the assessment tasks. 

Unfortunately, it is not uncommon for performance assessments to be accompanied by scoring rubrics 

that focus on lower levels of thinking rather than the more complex reasoning and thinking skills that the 

tasks are intended to measure, and therefore the benefits of the performance tasks are not fully realized. 

Typically, scoring rubrics should not be developed to be unique to specific tasks nor generic to the entire 

construct domain, but should be reflective of the “classes of tasks that the construct empirically 

generalizes or transfers to” (Messick, 1994, p. 17).  Thus, a scoring rubric can be designed for a family of 

tasks or a particular task template. As previously indicated, underlying performance on a task is a 

continuum that represents different degrees of structure versus open-endedness in the response, and this 

needs to be considered in the design of the scoring rubric and criteria (Messick, 1996).   

 The design of scoring rubrics requires the specification of the criteria for judging the quality of 

performances, the choice of a scoring procedure (e.g., analytic or holistic), ways for developing criteria, 

and procedures used to apply the criteria (Clauser, 2000). The ways for developing criteria include the 

process used for specifying the criteria and who should be involved in developing the criteria.  For large-

scale assessments in K-12 education, typically, the scoring criteria are developed by a group of experts as 

defined by their knowledge of the content domain and experience as educators.  Often these experienced 

educators have been involved in the design of the performance tasks and have knowledge of how students 

of differing levels of proficiency would perform on the task.  There are alternative approaches to 

specifying the criteria such as analyses of experts’ thinking and reasoning when solving tasks. Cognitive 

task analysis using experts’ talk alouds (Ericsson & Smith, 1991) has been used to design performance 

tasks and scoring criteria in the medical domain (Mislevy, Steinberg, Breyer, Almond, & Johnson, 1999). 

Features of expert’s thinking, knowledge, procedures, and problem posing are considered to be indicators 

of developing expertise in a domain (Glaser, Lesgold, & Lajoie, 1987), and can be used systematically in 

the design of assessment tasks and scoring criteria.  As mentioned previously, these experts can be 

students who have demonstrated competency within the domain. Two ways in which the criteria can be 

applied rely on the use of trained raters and computer-automated scoring procedures (Clauser, 2000). This 

section discusses the specification of the criteria, different scoring procedures, research on scoring 

procedures, and computer-automated scoring systems.   

Specification of the Criteria  

 The criteria specified at each score level should be linked to the construct being assessed, and depend 

on a number of factors including the cognitive demands of the tasks in the assessment, the degree of 
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structure or openness expected in the response, the examinee population, the purpose of the assessment, 

and its intended score interpretations (Lane & Stone, 2006).  Further, the number of scores each 

performance assessment yields needs to be considered based on how many dimensions are being 

assessed.  Performance assessments are well suited for measuring multiple dimensions within a content 

domain.  For example, a grade 5 mathematics assessment may be designed to yield information on 

students’ strategic knowledge, mathematical communication skills, and computational fluency.   Separate 

criteria would be defined for each of these dimensions and a scoring rubric would then be developed for 

each dimension.  

 The number of score levels used depends on the extent to which the criteria across the score levels 

can distinguish among various levels of knowledge and skills.  The knowledge and skills reflected at each 

score level should differ distinctly from those at other score levels.    When cognitive theories of learning 

have been delineated within a domain, the learning progression can be reflected in the criteria.  The 

criteria specified at each score level are then guided by knowledge of how students acquire understanding 

and competency within a content domain.   

 A generic rubric may be designed that reflects the skills and knowledge underlying the defined 

construct.  The development of the generic rubric begins in the early stages of the performance 

assessment design, and then guides the design of specific rubrics for each family of tasks (task template) 

or a particular task that capture the cognitive skills and content assessed by the family of tasks or the 

particular task. An advantage of this approach is that it helps ensure consistency across the specific 

rubrics and is aligned with a construct-centered approach to test design. Typically, student responses that 

cover a wide range of competency are then evaluated to determine the extent to which the criteria reflect 

the components displayed in the student work.  The criteria for the generic and/or specific rubrics may 

then be modified, and/or the task may be redesigned to ensure it assesses the intended content knowledge 

and processes.  This may require several iterations to ensure the linkage among the content domain, tasks, 

and rubrics.   

Scoring Procedures 

 The design of scoring rubrics has been influenced considerably by efforts in the assessment of 

writing.  There are three major types of scoring procedures for direct writing assessments, holistic, 

analytic, and primary trait scoring (Huot, 1990; Miller & Crocker, 1990; Mullis, 1984).  The choice of a 

scoring procedure depends on the defined construct, purpose of the assessment, and nature of the intended 

score interpretations. With holistic scoring, the raters make a single, holistic judgment regarding the 

quality of the writing and assign one score, using a scoring rubric with criteria and benchmark papers 

anchored at each score level.  With analytic scoring, the rater evaluates the writing according to a number 
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of features, such as content, organization, mechanics, focus, and ideas, and assigns a score indicating 

level of quality to each one.  Some analytic scoring methods weight the domains, allowing for domains 

that are assumed to be more pertinent to the construct being measured, such as content and organization, 

to contribute more to the overall score. As summarized by Mullis (1984), “…holistic scoring is designed 

to describe the overall effect of characteristics working in concert, or the sum of the parts, analytic 

scoring is designed to describe individual characteristics or parts and total them in a meaningful way to 

arrive at an overall score” (p. 18).  Although the sum of the parts of writing may not be the same as an 

overall holistic judgment, the analytic method has the potential to provide information regarding potential 

strengths and weaknesses of the examinee.  Evidence, however, is needed to determine the extent to 

which the domain scores are able to differentiate aspects of students’ writing ability. 

 Primary trait scoring was developed by the National Assessment of Educational Progress (NAEP; 

Lloyd-Jones, 1977).  The primary trait scoring system is based on the premise that most writing is 

addressed to an audience with a particular purpose, and levels of success in accomplishing that purpose 

can be defined concretely (Mullis, 1984).  As an example, three common purposes of writing are 

informational, persuasive, and literary. The specific task determines the exact scoring criteria, although 

criteria are similar across similar kinds of writing (Mullis, 1984).  The design of a primary trait scoring 

system involves the identification of one or more traits relevant for a specific writing task.  For example, 

features selected for persuasive writing may include clarity of position and support, whereas 

characteristics for a literary piece may include plot, sequence, and character development. Thus, the 

primary trait scoring system reflects aspects of a generic rubric as well as task-specific rubrics.  By first 

using a construct-centered approach, the construct, and in this case the type of writing, guides the design 

of the scoring rubrics and criteria.  The development of primary trait rubrics then allows for the general 

criteria to be tailored to the task allowing for more consistency in raters’ application of the criteria to the 

written response.  Thus, in the end there may be one scoring rubric for each writing purpose.  This would 

be analogous of having one scoring rubric for each family of tasks or task template. 

 Examples of Scoring Rubrics. In the design of performance assessments, Baker and her colleagues 

(Baker, 2007; Neimi, Baker, and Sylvester, 2007) have represented the cognitive demands of the tasks in 

terms of classes or families of tasks such as reasoning, problem solving, and knowledge representation 

tasks (Baker, 2007).  To ensure a coherent link between the tasks and the score inferences, they have 

designed a scoring rubric for each of these families of tasks.  In the adoption of a construct-driven 

approach to the design of a mathematics performance assessment, Lane and her colleagues (Lane, 1993; 

Lane et al., 1995) used this approach to the design of their holistic scoring rubric.  They first developed a 

generic rubric, as shown in Figure 3 that reflects the conceptual framework used in the design of the 
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assessment, including mathematical knowledge, strategic knowledge and communication (i.e., 

explanations) as overarching features.  These features guided the design of families of tasks: tasks that 

assessed strategic knowledge, tasks that assessed reasoning, and tasks that assessed both strategic 

knowledge and reasoning.  Mathematical knowledge was assessed across these task families. The generic 

rubric guided the design of each task specific rubric that reflected one of these three families. The use of 

task specific rubrics helped ensure the consistency in which raters applied the scoring rubric and the 

generalizability of the score inferences to the broader construct domain of mathematics. 

Insert Figure 3 

Another important issue in the design of scoring rubrics is that each of the score levels addressed each of 

the important scoring criteria.  As can be seen in Figure 3, at each of the score levels criteria are specified 

for each of the overarching features: mathematical knowledge, strategic knowledge and communication. 

 The scoring rubric for the tasks that assess student learning in the matter strand in the chemistry 

domain (Wilson, 2005) discussed previously is presented in Figure 4.  The scoring rubric is reflective of 

the construct map, or learning progression, depicted in Figure 1, with students progressing from the 

lowest level of describe to the highest level of explain.  Score levels 1 (describe) and 2 (represent) in the 

rubric further differentiate students into 3 levels.  

Insert Figure 4 

A constructed-response that reflects level 2 (represent) is (Wilson, 2005, p. 16): 

 

They smell differently b/c even though they have the same molecular formula, they 

have different structural formulas with different arrangements and patterns. 

 

This example response is at the level 2 because it “appropriately cites the principle that molecules with 

the same formula can have different arrangements of atoms. But the answer stops short of examining 

structure-property relationships (a relational, level 3 characteristic)” (Wilson, 2005, p. 16).   A major goal 

of the assessment system is to be able to estimate, with a certain level of probability, where a student is on 

the construct map or learning progression.  Students and items are located on the same construct map 

which allows for student proficiency to have substantive interpretation in terms of what the student knows 

and can do (Wilson, 2005).   The maps can then be used to monitor the progress of an individual student 

as well as groups of students.  Thus, valid interpretations of a student’s learning or progression require a 

carefully designed assessment system that has well-conceived items and scoring rubrics that represent the 

various levels of the construct continuum as well as the empirical validation of the construct map, or 

learning progression. As previously indicated, students do not necessarily follow the same progression in 
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becoming proficient within a subject domain.  Consequently, in the design of assessments, considerations 

should be given to identifying the range of strategies used for solving problems in a content domain, with 

an emphasis on those strategies that are more typical of the student population (Wilson, 2005). This 

assessment design effort provides an interesting example of the integration of models of cognition and 

learning, and of measurement models in the design of an assessment system that can monitor student 

learning and inform instruction. Further, a measurement model called the saltus (Latin for leap) model 

developed by Wilson (1989) can incorporate developmental changes (or conceptual shifts in 

understanding) as well as the incremental increases in skill in evaluating student achievement and 

monitoring student learning.    

In an effort to assess complex science reasoning in middle and high school, a systematic assessment 

design procedure was adopted by Liu, Lee, Hofstetter, and Linn (2008).  First, they identified an 

important construct within scientific inquiry, science knowledge integration. A comprehensive, integrated 

system of inquiry-based science curriculum modules, assessment tasks and scoring rubric were then 

developed to assess science knowledge integration.  A scoring rubric was designed so that the different 

levels captured qualitatively different kinds of scientific cognition and reasoning that focused on 

elaborated links rather than individual concepts.  Their assessment design is similar to the modeling of 

construct maps, or stages in learning progressions, described by Wilson and his colleagues (Wilson, 2005; 

Wilson & Sloane, 2000). The knowledge integration scoring rubric is shown in Figure 5.   

Insert Figure 5 

The rubric is applied to all the tasks that represent the task template for science knowledge integration, 

allowing for score comparisons across different items (Liu et al., 2008).  As they indicate, having one 

scoring rubric that can be applied to the set of items that measure knowledge integration makes it more 

accessible for teachers to use and provides coherency in the score interpretations.  The authors also 

provided validity evidence for the learning progression reflected in the scoring rubric.   

Research on Analytic and Holistic Scoring Procedures 

 The validity of score interpretation and use depends on the fidelity between the constructs being 

measured and the derived scores (Messick, 1989). Validation of the scoring rubrics includes an evaluation 

of the match between the rubric and the targeted construct or content domain, how well the criteria at 

each score level captures the defined construct and the extent to which the domains specified in analytic 

scoring schemes each measure some unique aspect of student cognition.  Lane and Stone (2006) provide a 

brief summary of the relative advantages of both analytic and holistic scoring procedures for writing 

assessments.  As an example, Roid (1994) used Oregon’s direct-writing assessment to evaluate its 

analytic scoring rubric in which students’ essays were score on six dimensions.   The results suggested 
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that each dimension may not be unique, in that relative strengths and weaknesses for some students were 

identified for combinations of dimensions. Thus, some of the dimensions could be combined in the 

scoring system without much loss of information while simplifying the rubric and the scoring process. 

Other researchers have suggested that analytic and holistic scoring methods for writing assessments may 

not necessarily provide the same relative standings for examinees. Vacc (1989) reported correlations 

between the two scoring methods ranging from .56 to .81 for elementary school students’ essays. 

Research that has examined factors that affect rater judgment of writing quality have shown that holistic 

scores for writing assessments are influenced most by the organization of the text and important ideas or 

content rather than domains related to mechanics and sentence structure (Breland & Jones, 1982; Huot, 

1990; Welch & Harris; 1994).  Breland and colleagues (Breland, Danos, Kahn, Kubota, & Bonner, 1994) 

reported relatively high correlations between holistic scores and scores for overall organization 

(approximately .73), supporting ideas (approximately .70), and noteworthy ideas (approximately .68).  

 In the science domain, Klein et al. (1998) compared analytic and holistic scoring of hands-on science 

performance tasks for grades 5, 8, and 10. The correlations between the total scores obtained for the two 

scoring methods were relatively high, .71 for grade 5 and .80 for grade 8. The correlations increased to 

.90 for grade 5 and .96 for grade 8 when disattenuated for the inconsistency among raters within a scoring 

method.  The authors suggested that the scoring method has little unique influence on the raters’ 

assessment of the relative quality of a student’s performance.  They further suggested that if school 

performance is of interest, the use of one scoring method over the other probably has little or no effect on 

a school’s relative standing within a state given the relatively high values of the disattenuated 

correlations.  The time and cost for scoring for both of the methods was also addressed.  The analytic 

method took nearly three times as long as the holistic method to score for a grade 5 response and nearly 

five times as long to score for a grade 8 response, resulting in higher costs for scoring using the analytic 

method.  

 The results of these studies suggest that the impact of the choice of scoring method (e.g., analytic 

versus holistic) may vary depending on the similarity of the criteria reflected in the scoring methods and 

for the use of the scores.  The more closely the criteria for the analytic method resemble the criteria 

delineated in the holistic method, the more likely it is that the relative standings for examinees will be 

similar.  The research also suggests that analytic rubrics typically are capable of providing distinct 

information for only a small number of domains or dimensions (i.e., two or three), and thus providing 

scores for a small number of domains has the potential for  identifying overall strength and weaknesses in 

student achievement and for informing instruction.   As previously suggested, scores derived from 
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performances on computer-based simulation tasks also allow for addressing different aspects of students’ 

thinking. 

Human Scoring  

 The scoring of student responses to performance assessments may be done by human scorers or 

automated scoring procedures that have been trained by human scoring.  Lane and Stone (2006) provide 

an overview of the training procedures and methods for human scorers, and discuss rating sessions that 

may involve raters spending several days together evaluating student work as well as on-line rating of 

student work. A consideration in human scoring of performance assessments is rater variability or 

inconsistency, in particular, with writing assessments. As summarized by Eckes (2008), raters may differ 

in the extent to which they implement the scoring rubric, the way in which they interpret the scoring 

criteria, and the extent to which they are severe or lenient in scoring examinee performance; as well as in 

their understanding and use of scoring categories, and their consistency in rating across examinees, 

scoring criteria, and tasks (Bachman & Palmer, 1996; McNamara, 1996; Lumley, 2005).  Thus, construct 

representation of the assessment can be jeopardized by the raters’ interpretation and implementation of 

the scoring rubric as well as by features specific to the training session.  For example, the pace at which 

raters are expected to score student responses may affect their ability to use their unique capabilities to 

accurately evaluate student responses or products (Bejar, Williamson, & Mislevy, 2006).  Carefully 

designed scoring rubrics and training procedures however can help alleviate errors in human scoring.  

 Freedman and Calfee (1983) pointed out the importance of understanding rater cognition and 

proposed a model of rater cognition for evaluating writing assessments that consisted of three processes, 

reading the students’ text to build a text image, evaluating the text image, and articulating the evaluation. 

Wolfe (1997) elaborated on Freedman and Calfee’s model of rater cognition and proposed a cognitive 

model of rater cognition for scoring essays which included a framework for scoring and a framework for 

writing.  He proposed that understanding the process of rating would allow for better design of scoring 

rubrics and training procedures. The framework of scoring is a “mental representation of the processes 

through which a text image is created, compared to the scoring criteria, and used as the basis for 

generating a scoring decision” (Wolfe, 1997, p. 89). The framework for writing, which includes the 

rater’s interpretation of the criteria in the scoring rubrics, emphasized that raters have different 

interpretations of the scoring rubric and therefore are not equally proficient at rating student essays 

(Wolfe, 1997).  Through training however raters begin to share a common understanding of the scoring 

rubric so as to apply it consistently.  Wolfe (1997) also observed that proficient scorers were better able to 

withhold judgment as they read an essay and focused their efforts more on the evaluation process than 

less proficient scorers.  This shared common framework for writing and high level of scoring proficiency 
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can lead to a high level of agreement among raters, and has implications for the training of raters (Wolfe, 

1997). Thus, raters can be trained to internalize the criteria in a similar manner and to apply it consistently 

so as to ensure scores that allow for valid interpretations of student achievement. 

Automated Scoring Systems  

 Automated scoring systems have supported the use of computer-based performance assessments such 

as computer-delivered writing assessments and computer-based simulation tasks, as well as paper and 

pencil assessments that are scanned.  Automated scoring procedures have a number of attractive features. 

They apply the scoring rubric consistently, but more importantly they allow for the test designer to 

control precisely the meaning of scores (Powers, Burstein, Chodorow, Fowles, & Kukich, 2002).  In order 

to accomplish this, they “need to elicit the full range of evidence called for by an appropriately broad 

definition of the construct of interest” (Bejar, Williamson, & Mislevy, 2006, p 52.).  Automated scoring 

procedures allow for an expanded capacity to collect and record many features of student performance 

from complex assessment tasks that can measure multiple dimensions (Williamson, Bejar, & Mislevy, 

2006).  A very practical advantage is that they allow for scores to be generated in a timely manner.  

Automated scoring is defined by Williamson, Bejar and Mislevy (2006) as “any computerized mechanism 

that evaluates qualities of performances or work products” (p. 2).  Automated scoring of complex 

constructed-response computerized tasks has proven effective been for large-scale assessments as well as 

for classroom assessment purposes. Project essay grader (1994, 2003) developed by Page in the 1960’s 

paved the way for automated scoring systems for writing assessments, including e-rater (Burstein, 2003), 

Intelligent Essay Assessor (IEA; Landauer, Foltz, & Laham, 1998; Landauer, Laham, & Folz, 2003), and 

Intellemetric (Elliot, 2003).  

 Automated scoring procedures have also been developed to score short constructed-response items.  

C-rater is an automated scoring method for scoring constructed-response items that elicit verbal responses 

that range from one sentence to a few paragraphs, have rubrics that explicitly specify the content required 

in the response, but do not evaluate the mechanics of writing items (Leacock & Chodorow, 2003, 2004). 

It has been used successfully in Indiana’s state end-of-course grade 11 English assessment, the NAEP 

Math Online project that required students to provide explanations of their mathematical reasoning, and 

the NAEP simulation study that required students to use search queries (Bennett et al., 2007; Dean, 2006). 

C-rater is a paraphrase recognizer in that it can determine when a student constructed response matches 

phrases in the scoring rubric regardless of their similarity in word use or grammatical structure (Dean, 

2006). In the NAEP study that used physics computer-based simulations, c-rater models were built using 

student queries and then cross-validated using a sample of queries that were independently hand-scored.  

The agreement between human raters and c-rater for the cross-validation study was 96%.  
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 Automated scoring procedures have also been developed and used successfully for licensure 

examinations in medicine, architecture and accountancy.  These exams use innovative computer-based 

simulation tasks which naturally lend themselves to automated scoring.  The previously mentioned 

assessment that uses computer-based case simulations to measure physicians’ patient-management skills 

(Clyman, Melnick, & Clauser, 1995) and the figural response items in the architecture assessment 

(Martinez & Katz, 1996) are excellent examples of the feasibility in using automated scoring procedures 

for innovative item types.   

 Scoring Algorithms for Writing Assessments.  The most widely used automated scoring systems are 

those that assess students’ writing. Typically, the design of the scoring algorithms for automated scoring 

essay systems requires humans to first rate a set of student essays to a prompt.  The student essays and 

their ratings then serve as calibration data that are used by the software to train it for scoring. The scoring 

algorithm is designed to analyze specific features of essays and weights are assigned for each of these 

features.  As summarized by Deane and Gurevich (2008), the fields of computational linguistics, artificial 

intelligence, and natural language processing have produced a number of methods for investigating the 

similarity of text content, including latent semantic analysis (LSA) and content vector analysis (CVA). 

These text similarity methods have been applied to automated essay scoring applications.  As an example, 

E-rater, developed by the Educational Testing Service, uses natural language processing techniques and 

identifies linguistic features of text in the evaluation of the quality of an essay (Burstein, 2003; Attali & 

Burstein, 2006).  The first version of e-rater used over 60 features in the scoring process, whereas the 

latter versions use only “a small set of meaningful and intuitive features” (Attali & Burstein, 2006, p. 7) 

that better captures the qualities of good writing, and thus simplifying the scoring algorithm.  The scoring 

system uses a model building module to analyze a sample of student essays to determine the weight of the 

features for assigning scores.   

 Evaluation of Automated Scoring Procedures.  As with any assessment procedure, validation studies 

are imperative for automated scoring systems so as to provide evidence for appropriate score 

interpretations. Yang, Buckendahl, Juszkiewicz, and Bhola (2002)  identified three categories of 

validation approaches for automated scoring procedures, including approaches focusing on the 

relationship among scores given by different scorers (human and computer), approaches focusing on the 

relationship between test scores and external measures of the construct being assessed, and approaches 

focusing on the scoring process.  Most studies have examined the relationship between human and 

computer generated scores, typically indicating that the relationship between the scores produced by 

computer and humans is similar to the relationship between the scores produced by two humans, 

indicating the potential interchangeability of human and automated scoring. There have been few studies 
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however that focus on the latter two categories.  In particular, validation studies focusing on the scoring 

process for automated scoring procedures are limited.  As Bennett (2006) has argued, automated scoring 

procedures should be grounded in a theory of domain proficiency, using experts to delineate proficiency 

in a domain rather than having them as a criterion to be predicted. Both construct irrelevant variance and 

construct underrepresentation may affect the validity of the scores obtained by automated scoring systems 

(Powers, Burstein, Chodorow, Fowles & Kukich, 2001).  With respect to construct irrelevant variance, 

automated scoring procedures may be influenced by irrelevant features of students’ writing and assign a 

higher or lower score than deserved.  In addition, they may not fully represent the construct of good 

writing which can affect the score assigned (Powers et al., 2001).   

 Studies have been conducted that require experts to evaluate the relevance of the computer-generated 

features of the target construct, identify extraneous and missing features, and evaluate the appropriateness 

of the weights assigned to the features (Ben-Simon & Bennett, 2007).  Ben-Simon and Bennett (2007) 

found that the dimensions that experts in writing believe are most important in the assessment of writing 

are not necessarily the same as those obtained by automated scoring procedures that statistically optimize 

weights of the dimensions.  As an example, experts indicated that approximately 65% of the essay scores 

in the study should be based on organization, development and topical analysis, while empirical weights 

gave approximately 21% of the emphasis to these dimensions.  The opposite pattern occurred for the 

dimensions related to grammar, usage, mechanics, style and essay length, with a much lower emphasis 

assigned by experts and a higher emphasis given by the automated scoring procedure.   As indicated by 

Ben-Simon and Bennett (2007), the parameters of automated scoring procedures can be adjusted to be 

more consistent with those that experts believe are features of good writing; however these adjustments 

may not be based on the criteria specified in the scoring rubric implemented in the study but rather the 

criteria used by the scorers in assigning scores.  The authors indicated that the rubric employed in their 

study was missing key features of good writing, leaving experts to apply some of their own criteria in the 

scoring process. This result illustrates the importance of linking the cognitive demands of the tasks to the 

criteria specified in the scoring rubric regardless if responses are to be scored by human raters or 

automated scoring procedures. The authors further suggested that current theories of writing cognition 

should be used in assessment design so as to ensure that a more theoretical, coherent model for 

identifying scoring dimensions and features is reflected in the criteria of the rubrics. 

 Typically, the agreement between the scores that are assigned by human raters and those assigned by 

the automated scoring procedure is very high.  There is some recent research, however, that indicates 

scores assigned by human raters and by automatic scoring procedures may differ to some extent 

depending upon student demographics.  Bridgeman, Trapani and Attali (2009) examined whether there 
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were systematic differences in the performance of subgroups using an automated scoring procedure 

versus human scoring for an eleventh grade English state assessment.  The prompt required students to 

support an opinion on a proposed topic within a 45 minute class period.  The essays were scored 

holistically using a 6 point scale.  The results indicated that on average, both Asian American and 

Hispanic students received higher scores from the automated scoring procedure than from human raters, 

whereas African American students scored similarly across the two scoring methods.  Under the 

assumption that Asian American and Hispanic subgroups have a higher proportion of students with 

English as a second language, the authors suggested that this finding may not be due to minority status, 

but instead it may be related to having English as a second language.  This may be reasonable given that 

the African American subgroup performed similarly across the two scoring methods.  In their 

conclusions, they suggest that “although we treat human scores at the gold standard, we are reluctant to 

label discrepancies from the human score as bias because it is not necessarily the case that the human 

score is a better indicator of writing ability than the e-rater score (Bennett & Behar, 1997)” (Bridgeman, 

Trapani & Attali, 2009, p. 17).  As suggested by the authors, additional research needs to examine 

features that contribute to differential subgroup results for human and automated scores, especially for 

students for which English is a second language. An understanding of the features of automated scoring 

systems that led to differential subgroup patterns will inform future designs of these systems. 

 Automated scoring systems need to be capable of flagging bad faith essays because of the possibility 

of examinees trying to trick the systems into providing scores that are not warranted. Advances in the 

design of the more recent versions of automated scoring systems have led to accurate identification of bad 

faith essays. Bad faith essays include essays that are off topic and are written to a different prompt, essays 

that repeat the prompt, essays that consist of multiple repeated text, and essays that are a mix of a genuine 

response and a repetition of the prompt.  Studies have been conducted that demonstrate the capability of 

automated scoring procedures in detecting bad faith essays. In a early study, Powers and his colleagues 

(2001) examined the extent to which an early version of e-rater could be tricked into assigning either too 

high or too low of a score.  Writing experts were asked to fabricate essays in response to the writing 

prompts in the Graduate Record Examination (GRE) that would trick e-rater into assigning scores that 

were either higher or lower than deserved.  The writing experts were instructed on how e-rater scores 

student essays, and were asked to write one essay for which e-rater would score higher than human 

readers and one essay for which e-rater would score lower than human readers. E-rater scores on these 

fabricated essays were then compared with the scores of two human readers.  The predictions that e-rater 

would score higher than the human readers were upheld for 87% of the cases. Some of the essays that 

were scored higher by e-rater as compared with the human raters consisted of repeated paragraphs with or 
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without a rewording of the first sentence in each paragraph.  E-rater also provided higher scores than 

human readers for essays that did not provide a critical analysis, but focused on the features that e-rater 

attends to such as relevant content words and complex sentence structures. An important result is that 

only 42% of the cases were upheld when the predictions were that e-rater would score lower than the 

human raters (Powers et al., 2001).  Thus, the experts were less able to trick e-rater to provide a lower 

score than human raters. It should be noted that e-rater has been revised substantially and there have been 

numerous versions of e-rater since this study.  Further, to detect off-topic essays, which may occur when 

students are trying to fool the system, a content vector analysis program is used along with the more 

recent versions of e-rater (Higgins, Burstein & Attali, 2006). 

 In an evaluation of IntellicMetric for use with the Graduate Management Test (GMAT), Rudner, 

Garcia, and Welch (2006) examined its ability to detect common cheating techniques.  For three Analysis 

of an Issue prompts and three Analysis of an Argument prompts, approximately 13 essays for each 

prompt were fabricated, resulting in 78 fabricated essays. The fabricated essays were evaluated with 500 

validation essays for each prompt. Five of the fabricated essays were off-topic and written to a response to 

a different prompt but of the same type (Issues or Arguments prompt type), five essays were off-topic and 

written to a response to a different prompt of a different type, one essay was a repetition of the entire 

prompt, one essay consisted of multiple repeated text, and one essay consisted of half a genuine response 

and have a repetition of the prompt.   Their results indicated that the system was successful at identifying 

fabricated essays that were a copy of the prompt, consisted of multiple repeated text, and consisted of the 

prompt and partly a genuine response. For each detected essay, the system provided specific warning 

flags for plagiarism, copying the prompt and nonsensical writing. The system was not successful at 

detecting off-topic responses; however, as the authors indicated this version of the system did not include 

a routine to flag off-topic essays. 

 The current versions of automated scoring systems for essays have shown strength in not only having 

high rates of agreement with human raters in assigning scores, but also in detecting bad faith essays.  

Automated scoring procedures for computerized short constructed-response items and innovative item 

types have also been used effectively for large-scale assessment programs.  Further, various features of 

students’ performances can be captured with automated scoring procedures which is ideal for 

computerized innovative tasks that reflect multiple dimensions within a content domain. Typically, most 

of the work and costs in designing automated scoring systems occur prior to the operational 

administration of the assessments, allowing for timely scoring and reporting of the results.    

Evaluating the Validity and Fairness of Performance Assessment 
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 Assessments are used in conjunction with other information to make important inferences about 

proficiency at the student, school, and state level, and therefore it is essential to obtain evidence about the 

appropriateness of those inferences and any resulting decisions.  In evaluating the worth and quality of 

any assessment, including performance assessments, evidence to support the validity of the score 

inferences is at the forefront.  Validity pertains to the meaningfulness, appropriateness, and usefulness of 

test scores (Kane, 2006; Messick, 1989).  The Standards for Educational and Psychological Testing 

(AERA, APA, & NCME, 1999) state that “validity refers to the degree to which evidence and theory 

support the interpretations of test scores entailed by proposed uses of tests” (p. 9).  This requires 

specifying the purposes and the uses of the assessment, designing the assessment to fit these intentions, 

and providing evidence to support the proposed uses of the assessment and the intended score inferences. 

As an example, if the purpose of a performance assessment is to assess complex thinking skills so as to 

make inferences about students’ problem solving and reasoning one of the important validity studies 

would be to examine the cognitive skills and processes underlying task performance for support of those 

intended score inferences. The alignment between the content knowledge and cognitive skills underlying 

task responses and those underlying the targeted construct domain needs to be made explicit because 

typically the goal is to generalize assessment score interpretations to the broader construct domain 

(Messick, 1989).  Fundamental to the validation of test use and score interpretation is also the evaluation 

of both intended and unintended consequences of the use of an assessment (Kane, 2006; Messick, 1989). 

Because performance assessments are intended to improve teaching and student learning it is essential to 

obtain evidence of such positive consequences as well as any evidence of negative consequences 

(Messick, 1994).   

 As previously discussed, there are two sources of potential threats to the validity of score inferences – 

construct underrepresentation and construct irrelevant variance (Messick, 1989).  Construct 

underrepresentation occurs when the assessment does not fully capture the targeted construct, and 

therefore the score inferences may not be generalizable to the larger domain of interest.  Issues related to 

whether the content of the assessment is representative of the targeted domain will be discussed later in 

this section. Construct-irrelevant variance occurs when one or more irrelevant constructs is being assessed 

in addition to the intended construct. Sources of construct irrelevant variance for performance 

assessments may include, but are not limited to, task wording and context, response mode, and raters’ 

attention to irrelevant features of responses or performances.  As an example, in designing a performance 

assessment that measures students’ mathematical problem solving and reasoning tasks should be set in 

contexts that are familiar to the population of students.  If one or more subgroups of students are 

unfamiliar with a particular problem context and it affects their performance, the validity and fairness of 
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the score interpretations for those students is hindered.  Similarly, if a mathematics performance 

assessment requires a high level of reading ability and students who have very similar mathematical 

proficiency perform differently due to differences in their reading ability, the assessment is measuring in 

part a construct that is not the target, namely, reading proficiency.  This is of particular concern for 

English Language Learners (ELLs).  Abedi and his colleagues (Abedi, Lord, & Plummer, 1997; Abedi & 

Lord, 2001) have identified a number of linguistic features that slow down the reader, increasing the 

chances of misinterpretation. In one study, they used their linguistic modification approach in that 

mathematics items were modified to reduce the complexity of sentence structures and unfamiliar 

vocabulary was replaced with familiar vocabulary (Abedi & Lord, 2001).  The mathematics scores of 

both ELL students and non-ELL students in low and average-level mathematics classes improved 

significantly when the linguistic modification approach was used.  In another study, Abedi and his 

colleagues (Abedi, Lord, Hofstetter, & Baker, 2000) found that out of four different accommodation 

strategies for ELLs, only the linguistically modified English form narrowed the gap between English 

Language Learner and other students.  Thus, the linguistic modification approach can be used in the 

design of performance assessments to help ensure a valid and fair assessment of not only English 

Language Learners, but other students who may have difficulty with reading. 

 When students are asked to explain their reasoning on mathematics and science assessments, the 

writing ability of the student could be a source of construct-irrelevant variance. To help minimize the 

impact of writing ability on math and science assessments, scoring rubrics need to clearly delineate the 

relevant criteria.  Construct-irrelevant variance may also occur when raters score student responses to 

performance tasks according to features that do not reflect the scoring criteria and are irrelevant to the 

construct being assessed (Messick, 1994). This can also be addressed by clearly articulated scoring 

rubrics and effective training of the raters. 

 Validity criteria that have been suggested for examining the quality of performance assessments 

include, but is not limited to, content representation, cognitive complexity, meaningfulness, transfer and 

generalizability, fairness, and consequences (Linn, Baker, & Dunbar, 1991; Messick, 1994).  The 

discussion that follows is organized around these validity criteria.  These criteria are closely intertwined 

to some of the sources of validity evidence proposed by the Standards for Educational and Psychological 

Measurement. (AERA, APA, and NCME, 1999): evidence based on test content, response processes, 

internal structure, relations to other variables, and consequences of testing. 

Evaluating Content Representativeness 

 An analysis between the content of the assessment and the construct it is intended to measure 

provides important validity evidence (AERA, APA, NCME, 1999). Test content refers to the skills, 
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knowledge and processes that are intended to be assessed by tasks as well as the task formats and scoring 

procedures. Performance tasks can be designed so as to emulate the skills and processes reflected in the 

targeted construct.  For many large scale assessment programs, it is important to ensure that the ability to 

generalize from a student’s score on a performance assessment to the broader domain of interest is not 

limited by having too small of a number of tasks on the performance assessments.  Although the 

performance tasks may be assessing students understanding of some concepts or set of concepts at a 

deeper level, the content of the domain may not be well represented by a relatively small subset of 

performance tasks. This can be addressed by including other item formats that can appropriately assess 

certain skills, and using performance task to assess complex thinking skills that cannot be assessed by the 

other item formats.   For some high-stakes large scale assessments, including state assessment and 

accountability systems, performance tasks are used in conjunction with multiple-choice items to ensure 

that the assessment represents the content domain and to allow for inferences about individual student 

performance to the broader domain.   

 Methods are currently being investigated that will allow for accurate student level scores derived 

from mathematics and language arts performance assessments that are administered on different 

occasions throughout the year (Bennett et al., 2009). This will not only allow for content representation 

across the performance assessments, but  the assessments can be administered in closer proximity to the 

relevant instruction and information from any one administration can be used to inform future 

instructional efforts.  If school level scores are of interest primarily, matrix sampling procedures can be 

used to ensure content representation on the performance assessment as was done on the Maryland State 

Performance Assessment Program (Maryland State Board of Education, 1995).   

 The coherency and representativeness among the assessment tasks, scoring rubrics and procedures, 

and the target domain is another aspect of validity evidence for score interpretations.  It is important to 

ensure that the cognitive skills and content of the target domain is systematically represented in the tasks 

and scoring procedures.  The method used to transform performance to a score can provide evidence for 

the validity of the score interpretation.  Both logical and empirical evidence can support the validity of the 

method used for transforming performance to a score.  

 For performance demonstrations such as a high school project, we are not interested in generalizing 

the student performance on the demonstration to the broader domain so the content domain does not need 

to be represented fully. The content and skills being assessed by the performance demonstration should be 

meaningful and relevant within the content domain. Performance demonstrations provide the opportunity 

for students to show what they know and can do on a real world task, similar to a driver’s license test. 

Evaluating Cognitive Complexity 
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 One of the most attractive aspects of performance assessments is that they can be designed to assess 

complex thinking and problem solving skills.  As Linn and his colleagues (1991) have cautioned, 

however, it should not be assumed that a performance assessment measures complex thinking skills, 

evidence is needed to examine the extent to which tasks and scoring rubrics are capturing the intended 

cognitive skills and processes.  The alignment between the cognitive processes underlying task responses 

and the construct domain needs to be made explicit because typically the goal is to generalize scores 

interpretations to nonassessment construct domain interpretations (Messick, 1989). The validity of the 

score interpretations will be affected by the extent to which the design of performance assessments is 

guided by cognitive theories of student achievement and learning within academic disciplines. Further, 

the use of task templates will allow for the explicit delineation of the cognitive skills required to perform 

particular task types.  

 Several methods have been used to examine whether tasks are assessing the intended cognitive skills 

and processes (Messick, 1989), and they are particularly appropriate for performance assessments that are 

designed to tap complex thinking skills.  These methods include protocol analysis, analysis of reasons, 

and analysis of errors. In protocol analysis, students are asked to think aloud as they solve a problem or 

describe retrospectively how they solve the problem.  In the method of analysis of reasons, students are 

asked to provide rationales, typically written, to their responses to the tasks.  The method of analysis of 

errors requires an examination of procedures, concepts or representations of the problems in order to 

make inferences about students’ misconceptions or errors in their understanding. As an example, in the 

design of a science performance assessment Shavelson and Ruiz-Primo (1998) used Baxter and Glaser’s 

(1998) analytic framework that reflects a content-process space depicting the necessary content 

knowledge and process skills for successful performance. Using protocol analysis Shavelson and Ruiz-

Primo (1998) compared expert and novice reasoning on the science performance tasks that were content-

rich and process-open.  Their results from the protocol analysis confirmed some of their hypotheses 

regarding the different reasoning skills that that tasks were intended to elicit from examinees.  Further, the 

results elucidated that complexity of experts’ reasoning as compared to the novices and informed the 

design of the tasks and interpretation of the scores.  

Evaluating Meaningfulness and Transparency 

 An important validity criterion for performance assessments is their meaningfulness (Linn et al., 

1991) which refers to the extent to which students, teachers and other interested parties find value in the 

tasks at hand.  Meaningfulness is inherent in the idea that performance assessments are intended to 

measure more directly the types of reasoning and problem solving skills that are valued by educators.  A 

related criteria is transparency (Frederiksen & Collins, 1989), that is students and teacher need to know 
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what is being assessed, by what methods, the criteria used to evaluate performance, and what constitutes 

quality performance. It is important to ensure that all students are familiar with the task format and 

scoring criteria for both large-scale assessments and classroom assessments. Teachers can use 

performance tasks with their students, and engage them in discussions about what the tasks are assessing 

and the nature of the criteria used for evaluating student work.  Teachers can also engage students in 

using scoring rubrics to evaluate their own work and the work of their peers. 

Evaluating the Generalizability of Score Inferences 

 For many large scale assessments, the intent is to draw inferences about student achievement in the 

domain of interest based on scores derived from the assessment. A potential threat to the validity of score 

interpretations therefore is the extent to which the scores from the performance assessments can be 

generalized to the broader construct domain (Linn, Baker & Dunbar, 1991).  It should be noted however, 

that this is not the intent for performance demonstrations as discussed previously. 

Generalizability theory provides both a conceptual and statistical framework to examine the extent to 

which scored derived from an assessment can be generalized to the domain of interest (Brennan, 1996, 

2000, 2001; Cronbach, Gleser, Nanda, & Rajaratnam, 1972).  It is particularly relevant in evaluating 

performance assessments that assess complex thinking skills because it examines multiple sources of 

errors that can limit the generalizability of the scores, such as error due to tasks, raters and occasions.  

Error due to tasks occurs because there are only a small number of tasks typically included in a 

performance assessment. As explained by Haertel and Linn (1996), students’ individual reactions to 

specific tasks tend to average out on multiple-choice tests because of the relatively large number of items, 

but such individual reactions to specific items have more of an effect on scores from performance 

assessments that are composed of relatively few items.  Thus, it is important to consider the sampling of 

tasks and by increasing the number of tasks on an assessment, the validity and generalizability of the 

assessment results is enhanced.  Further, this concern with task specificity is consistent with research in 

cognition and learning that underscores the context-specific nature of problem solving and reasoning in 

subject matter domains (Greeno, 1989). The use of multiple item formats, including performance tasks, 

can improve on the generalizability of the scores.  

Error due to raters can also affect the generalizability of the scores in that raters may differ in their 

evaluation of the quality of students’ responses to a particular performance task and across performance 

tasks. Raters may differ in their leniency resulting in rater mean differences or they may differ in their 

judgments about whether one student’s response is better than another student’s response resulting in an 

interaction between the student and rater facets (Hieronymus & Hoover, 1987; Lane, Liu, Ankenmann, & 

Stone, 1996; Shavelson, Baxter, & Gao, 1993).  Typically, occasion is an important hidden source of 
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error because performance assessments are only given on one occasion and occasion is not typically 

considered in generalizability studies (Cronbach, Linn, Brennan, & Haertel, 1997).    

Generalizability theory estimates variance components for the object of measurement (e.g., student, 

class, school) and for the sources of error in measurement such as task and rater.  The estimated variance 

components provide information about the relative contribution of each source of measurement error. The 

variance estimates are then used to design measurement procedures that allow for more accurate score 

interpretations.  As an example, the researcher can examine the effects of increasing the number of items 

or number of raters, or both, on the generalizability of the scores. Generalizability coefficients are 

estimated to examine the extent to which the scores generalize to the larger construct domain for relative 

or absolute decisions, or both.   

 Generalizability studies have shown that error due to raters for science hands-on performance tasks 

(e.g., Shavelson et al., 1993) and mathematics constructed response items (Lane et al., 1996) tends to be 

smaller than for writing assessments (Dunbar et al., 1991).  To help achieve consistency among raters 

attention is needed in the design of well articulated scoring rubrics, selection and training of raters, and 

evaluation of rater performance prior to and throughout operational scoring of student responses (Lane & 

Stone, 2006; Linn, 1993; Mehrens, 1992).  Researchers have shown that task-sampling variability as 

compared to rater-sampling variability in students’ scores is a greater source of measurement error in 

science, mathematics, and writing performance assessments (Baxter, Shavelson, Herman, Brown, & 

Valdadez, 1993; Gao, Shavelson, & Baxter, 1994; Hieronymus & Hoover, 1987; Lane et al., 1994, 1996; 

Shavelson et al., 1993).  In other words, increasing the number of tasks in an assessment has a greater 

effect on the generalizability of the scores than increasing the number of raters scoring student responses.  

 Shavelson and his colleagues (1993) reported that task-sampling variability was the major source of 

measurement error using data from mathematics and science performance assessments.   The results of 

their generalizability studies on a math assessment and two science assessments indicated that the person 

x task variance component accounted for the largest percent of total score variation, approximately 49%, 

48%, and 82%, respectively. This indicates that students were responding differently across the 

performance tasks. The variance components that included raters (i.e., rater effect, person x rater 

interaction, and task x rater interaction) were either zero or negligible, indicating that sampling variability 

due to raters contributed little to no measurement error.  They reported that to reach a .80 generalizability 

coefficient 15 tasks were needed for the math assessment, 8 for the state science assessment and 23 for 

the other hands-on science performance assessment.   Lane and her colleagues (1996) found similar 

results with a mathematics performance assessment that consisted of constructed-response items requiring 

students to show their solution processes and explain their reasoning. The results indicated that error due 
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to raters was negligible, whereas error due to tasks was more substantial indicating that there was 

differential student performance across tasks.   Generalizability studies for each form of the mathematics 

assessment indicated that between 42% and 62% of the total score variation was accounted for by the 

person x task variance component.  Again, persons were responding differently across tasks due to task 

specificity. The variances due to the rater effect, person x rater interaction, and rater x task interaction 

were negligible.  When the number of tasks was equal to 9 the generalizability coefficients ranged from 

.71 to .84.  They also examined the generalizability of school-level scores for each form.  The coefficients 

for absolute decisions (e.g., standards-based decisions) ranged from .80 to .97 when the number of tasks 

was equal to 36 using a matrix sampling design, providing evidence that the assessment allowed for 

accurate generalizability of grade level scores for the schools. 

 Shavelson and his colleagues (Shavelson et al., 1993; Shavelson, Ruiz-Primo, and Wiley, 1999) 

provided evidence that the large task sampling variability in science performance assessments was due to 

variability in both the person x task interaction and the person x task x occasion interaction.  They 

conducted a generalizability study using data from a science performance assessment (Shavelson et al., 

1993).  The person x task variance component accounted for 32% of the total variability whereas, the 

person x task x occasion variance component accounted for 59% of the total variability.  The latter 

suggests that students performed differently on each task from occasion to occasion. Shavelson and his 

colleagues (1999) provided additional support for the large effects due to occasion.  In their 

generalizability study, the person x task variance component accounted for 26% of the total variability 

and the person x task x occasion variance component accounted for 31% of the total variability, indicating 

that there was a tendency for students to change their approach to each task from occasion to occasion. 

The variance component for the person x occasion effect was close to zero.  In summary, “even though 

students approached the tasks differently each time they were tested, the aggregate level of their 

performance, averaged over the tasks, did not vary from one occasion to another” (Shavelson et al., 1999, 

p. 64-65).   

 In summary, the results from generalizability studies indicate that scoring rubrics and the procedures 

used to train raters can be designed so as to minimize rater error. Further, the use of well designed 

automated scoring systems allows for consistent application of the scoring rubrics in evaluating student 

work. Also, increasing the number of performance tasks will increase the generalizability of the scores. 

Likewise, including other item formats on performance assessments will aid in the generalizability of 

scores to the broader content domain. 

Fairness of Assessments 
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 The evaluation of the fairness of an assessment is inherently related to all sources of validity 

evidence.  Bias can be conceptualized “as differential validity of a given interpretation of a test score for 

any definable, relevant subgroup of test takers” (Cole & Moss, 1999, p. 205).  A fair assessment therefore 

requires evidence to support the meaningfulness, appropriateness, and usefulness of the test score 

inferences for all relevant subgroups of examinees.  Validity evidence for assessments that are intended 

for students from various cultural, ethnic and linguistic backgrounds needs to be collected continuously 

and systematically as the assessment is being developed, administered and refined.  The linguistic 

demands on items can be simplified to help ensure that English Language Learners are able to access the 

task as well as other students. As Abedi and his colleagues (2001) have demonstrated through their 

language modification approach, simplifying the linguistic demands on items can narrow the gap between 

English Language Learners and other students. The contexts used in mathematics tasks can be evaluated 

to ensure that they are familiar to various subgroups and will not negatively affect the performance on the 

task for one or more subgroups.  The amount of writing required on mathematics, reading, and science 

assessments, for example, can be examined to help ensure that writing ability will not unduly influence 

the ability of the students to demonstrate what they know and can do on these assessments.  Scoring 

rubrics can be designed to ensure that the relevant math, reading, or science skills are the focus, and not 

students’ writing ability. The use of other response formats, such as graphic organizers, on reading 

assessments may alleviate the concerns of writing ability cofounding student performance on reading 

assessments (O’Reilly & Sheehan, in press). 

 Some proponents of performance assessments in the 1980’s had hoped that subgroup differences that 

were exhibited on multiple-choice tests would be smaller or alleviated by using performance assessments.  

However, as stated by Linn and his colleagues (1991), differences among subgroups most likely occur 

because of differences in learning opportunities, familiarity, and motivation, and are not necessarily due 

to item format.  Research that has examined subgroup differences has focused on both the impact of an 

assessment on subgroups by examining mean differences or differential group performance on individual 

items when groups are matched with respect to ability, that is, differential item functioning (Lane & 

Stone, 2006).  Differential item functioning (DIF) methods are commonly used for examining whether 

individual test items are measuring a similar construct for different groups of examinees (e.g., gender and 

ethnic groups) of similar ability.  Differential item functioning occurs when there is differential 

performance on an item for subgroups of students of approximately equal ability.  The presence of DIF 

may suggest that inferences based on the test score may be less valid for a particular group or groups.  

Although researchers have argued that performance assessments offer the potential for more equitable 

assessments, performance assessments may measure construct-irrelevant features that contribute to DIF.  
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Gender or ethnic bias could be introduced by the typical contextualized nature of performance tasks or the 

amount of writing and reading required.  In addition, the use of raters to score responses to performance 

assessments could introduce another possible source of differential item functioning (see for example, 

Gyagenda & Engelhard, in press). Results from DIF studies can be used to inform the design of 

assessment tasks and scoring rubrics so as to help minimize and potential bias.  

 Some researchers have supplemented differential item functioning methods with cognitive analyses of 

student performances designed to uncover reasons why items behave differently across subgroups of 

students of approximately equal ability. In a study to detect DIF in a mathematics performance 

assessment consisting of constructed-response items that required students to show their solution 

processes and explain their reasoning, using the analyses of reasons method, Lane, Wang and Magone 

(1996) examined differences in students’ solution strategies, mathematical explanations and mathematical 

errors as a potential source of differential item functioning.  They reported that for those items that 

exhibited DIF and favored females, females performed better than their matched males because females 

tended to provide more comprehensive conceptual explanations and were more complete in displaying 

their solution strategies.  They suggest that increasing the opportunities in instruction for students to 

provide explanations and show their solution strategies may help alleviate these differences. Ericikan 

(2002) examined differential item response performances among different language groups.  In her 

research, she conducted linguistic comparisons across different language test versions to identify potential 

sources of differential item functioning.  Her results suggest that care is needed in the writing of items so 

as to minimize linguistic demands of items. As Wilson (2005) has suggested, the inclusion of DIF 

parameters into measurement models would allow for a direct measurement of different construct effects 

such as using different solution strategies and different types of explanations or to capture linguistic 

differences.  

 Some research studies have shown both gender and ethnic mean differences on performance 

assessments that measure complex thinking skill.  As an example, ethnic and gender differences in 

persuasive writing were observed by Gabrielson, Gordon and Engelhard (1995).  Their results indicated 

that high school female students wrote higher quality persuasive essays than male students, and white 

students wrote essays of higher quality than black students.  The scores for conventions and sentence 

formation were more affected by gender and ethnic characteristics than the scores in content and 

organization and style which were consistent with results from Engelhard et al. (1994).  These differences 

may be more reflective of differences in learning opportunities and motivation than true differences in 

ability, again suggesting the need for instruction to provide similar opportunities for all students.  



43 

 

 More recently, studies have used advances in statistical models to examine subgroup differences so as 

to better control for student demographic variables and school level variables.   One study examined the 

extent to which potentially heavy linguistic demands of a performance assessment might interfere with 

the performance of students who have English as a second language (Goldschmidt, Martinez, Niemi, and 

Baker, 2007). The results obtained by Goldschmidt and his colleagues (2007)  revealed that subgroup 

differences on student written essays to a writing prompt were less affected by student background 

variables than a language arts commercially developed test consisting of multiple choice items and some 

constructed-response items.  The performance gaps between white students, English only students and 

traditionally disadvantaged students (e.g., English language learners (ELLs)) were smaller for the writing 

performance assessment than the commercially developed test (Goldschmidt et al., 2007).  Thus, the 

performance of students on the writing assessment used in this study was less affected by student 

demographic variables than their performance on the commercially developed test. As the authors 

indicate, although these are promising results, additional research is needed to determine if they can be 

replicated in other settings and with other subgroups. In particular, students in this study had opportunities 

in instruction to craft written essays, and such learning opportunities may have led to the results because 

of the alignment between instructional opportunities and the writing performance assessment.  

Consequential Evidence  

 The evaluation of both intended and unintended consequences of any assessment is fundamental to 

the validation of score interpretation and use (Messick, 1989, 1995). Because a major goal of performance 

assessments is to improve teaching and student learning, it is essential to obtain evidence of such positive 

consequences and any potentially negative consequences (Messick, 1994).  As Linn (1993) stated, the 

need to obtain evidence about consequences is “especially compelling for performance-based 

assessments… because particular intended consequences are an explicit part of the assessment systems’ 

rationale” (p. 6).  Further, adverse consequences bearing on issues of fairness are particularly relevant 

because it should not be assumed that a contextualized performance task is equally appropriate for all 

students because “contextual features that engage and motivate one student and facilitate his or her 

effective task performances may alienate and confuse another student and bias or distort task performance 

may alienate and confuse another student and bias or distort task performance” (Messick, 1994, p. 19). 

This concern can be addressed by a thoughtful design process in which fairness issues are addressed, 

including expert analyses of the tasks and rubrics as well as analyses of student thinking as they solve 

performance tasks with special attention to examining potential subgroup differences and features of tasks 

that may contribute to these differences. 
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 Large-scale performance assessments that measure complex thinking skills have been shown to have 

a positive impact on instruction and student learning (Lane, Parke, & Stone, 2002; Stecher, Barron, Chun 

& Ross, 2000; Stein & Lane, 1996; Stone & Lane, 2003). In a study examining the consequences of 

Washington’s state assessment, Stecher and his colleagues (Stecher et al. 2000) indicated that 

approximately two-thirds of 4th and 7th grade teachers reported that the state standards and the state 

assessment short-answer and extended-response items were influential in promoting better instruction and 

student learning.  An important aspect of consequential evidence for performance assessments is the 

examination of the relationship between changes in instructional practice and improved student 

performance on the assessments.  A series of studies examined the relationship between changes in 

instructional practice and improved performance on the Maryland State Performance Assessment 

Program, MSPAP, which was comprised entirely of performance tasks that were integrated across content 

domains (Lane, Parke, & Stone, 2002; Parke, Lane, & Stone, 2006; Stone & Lane, 2003).  The results 

revealed that teacher reported reform-oriented instructional features accounted for differences in school 

performance on MSPAP in reading, writing, mathematics and science, and they accounted for differences 

in the rate of change in MSPAP school performance in reading and writing.  The former suggests that 

schools in which teachers reported that their instruction over the years reflected more reform-oriented 

problem types and learning outcomes similar to those assessed by MSPAP had higher levels of school 

performance on MSPAP than schools in which teachers reported that their instruction reflected less 

reform-oriented problem types and learning outcomes.  The latter suggests that increased reported use of 

reform-oriented performance tasks in writing and reading and a focus on the reading and writing learning 

outcomes in instruction was associated with greater rates of change in MSPAP school performance over a 

5 year period.  Support for these results in the mathematics domain was provided by a study conducted by 

Linn, Baker, and Betebenner (2002).  They demonstrated that the slope of the trend lines for the math 

assessments on both NAEP and MSAP were similar, suggesting that the performance gains in Maryland 

are not specific to the content and format of either test but due to deepened mathematical understanding 

on the part of the students. 

 When using test scores to make inferences regarding the quality of education, contextual information 

is needed to inform the inferences and actions (Haertel, 1999). Stone and Lane (1993) indicated that a 

school contextual variable, percent free or reduced lunch which is typically used as a proxy for SES, was 

significantly related to school-level performance on MSPAP in mathematics, reading, writing, science 

and social studies.  That is, schools with a higher percentage of free or reduced lunch tended to perform 

poorer on MSPAP.  There was no significant relationship, however, between percent free or reduced 

lunch and growth on MSPAP at the school-level in four of the five subject areas – mathematics, writing, 
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science and social studies. This result indicates that improved school performance on performance 

assessments like MSPAP is not affected by contextual variables such as SES (as measured by percent free 

or reduced lunch).  In other words, school level growth on the science, math, writing and social studies 

performance assessment was not related to the percent of students who were eligible for free or reduced 

lunches within the school.   

Instructional Sensitivity 

 An assessment concept that can help inform the consequential aspect of validity is instructional 

sensitivity.  Instructional sensitivity refers to the degree to which tasks are sensitive to improvements in 

instruction (Popham, 2003; Black & William, 2007).  Performance assessments are considered to be 

vehicles that can help shape sound instructional practice by modeling to teachers what is important to 

teach and to students what is important to learn.  In this regard it is important to evaluate the extent to 

which improved performance on an assessment is linked with improved instructional practices.  To 

accomplish this, the assessments need to be sensitive to improvements of instruction.  Assessments that 

may not be sensitive to well-designed instruction may be measuring something outside of instruction such 

as irrelevant constructs or learning that may occur outside of the school.   

 Two methods have been used to examine whether assessments are instructional sensitive: Studies 

have either examined whether students have had the opportunity to learn (OTL) the material or they have 

examined the extent to which differences in instruction affect performance on the assessment.  In a study 

using a model-based approach to assessment design (Baker, 2007), it was found that student performance 

on a language arts performance assessment were sensitive to different types of language instruction and 

were able to capture improvement in instruction (Niemi, Wang, Steinberg, Baker, & Wang, 2007).  This 

study examined the effects of 3 different types of instruction (literary analysis, organization of writing, 

and teacher-selected instruction) on student responses to an essay about conflict in literary work.  The 

results indicated that students who received instruction on literary analysis were significantly more able to 

analyze and describe conflict in literature that students in the other two instructional groups, and students 

who had direct instruction on organization of writing performed significantly better on measures of 

writing coherency and organization. These results provide evidence that performance assessments can be 

instructional sensitivity with respect to different types of instruction, and suggest the need to ensure 

alignment and coherency among curriculum, instruction and assessment.   

 

Evaluation of Additional Psychometric Characteristics of Performance Assessments 

 This section briefly discusses additional psychometric issues in the design of performance 

assessments. First, a brief presentation on the measurement models that have been developed for 
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performance assessments and extended constructed- response items will be provided.   Measurement 

models that account for rater effects will also be introduced. These types of models have been used 

successfully in large-scale assessment programs to account for rater error in the scores obtained when 

evaluating performance assessments, allowing for more valid score interpretations. This will be followed 

with a brief discussion on issues related to linking performance assessments.  

Measurement Models and Performance Assessments  

 Item Response Theory (IRT) models are typically used to scale assessments that consist of 

performance tasks only and assessments that consist of both performance tasks and multiple-choice items.  

IRT involves a class of mathematical models that are used to estimate test performance based on 

characteristics of the items and characteristics of the examinees that are presumed to underlie 

performance.  The models use one or more ability parameters and various item parameters to predict item 

responses (Embretson & Reise, 2000; Hambleton & Swaminathan, 1985). These parameters in 

conjunction with a mathematical function are used to model the probability of a score response as a 

function of ability.   

 The more commonly applied models assume one underlying ability dimension determines item 

performance (Allen & Yen, 1979), and accommodate ordinal response scales that are typical of 

performance assessments.  They include the graded response model (Samejima, 1969; 1996), the partial 

credit model (Masters, 1982), and the generalized partial credit model (Muraki, 1992).  As an example, 

Lane, Stone, Ankenmann, and Liu (1995) demonstrated the use of the graded response model with a 

mathematics performance assessment and Allen, Johnson, Mislevy, and Thomas (1994) discussed the 

application of the generalized partial credit model to NAEP which consists of multiple-choice items and 

constructed-response items.  

 Performance assessment data may be best modeled by multidimensional item response theory 

(MIRT) which allows for the estimation of student proficiency on more than one skill area (Reckase, 

1997).  The application of MIRT models to assessments that are intended to measure student proficiency 

on multiple skills can provide a set of scores that profile student proficiency across the skills.  These 

scores can then be used to guide the instructional process so as to narrow gaps in student understanding. 

Profiles can be developed at the student level or the group level (e.g., class) to inform instruction and 

student learning. MIRT models are particularly relevant for performance assessments because these 

assessments are able to capture complex performances that draw on multiple dimensions within the 

content domain, such as procedural skills, conceptual skills and reasoning skills.  

Modeling Rater Effects Using IRT Models 
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 As previously discussed, performance assessments require either human scorers or automated scoring 

procedures in evaluating student work. When human scorers are used, performance assessments are 

considered to be “rater-mediated’ since they do not provide direct information about the domain of 

interest but mediated information through interpretations by raters (Engelhard, 2002). Engelhard (2002) 

provided a conceptual model for performance assessments in which the obtained score is not only 

dependent on the domain of interest (e.g., writing ability), but also on rater severity, difficulty of the task, 

and the structure of the rating scale (e.g., analytic versus holistic, number of score levels). Test developers 

exert control over the task difficulty and the nature of the rating scale; however, a number of potential 

sources of construct-irrelevant variance are introduced into the rating process by the raters, including 

differential interpretation of score scales, differential assignment of ratings to males and females, halo 

effects, and bias in rater interpretation of task difficulty (Engelhard, 2002).  These sources of construct-

irrelevant variance can affect the validity and fairness of score interpretations. 

 Models have been developed that account for rater variability in scoring performance assessments. As 

an example, Patz and his colleagues (Patz, 1996; Patz, Junker, & Johnson, 2002; and Patz, Junker, 

Johnson, & Mariano, 2002) developed a hierarchical rating model to account for the dependencies 

between rater judgments. A parameter was introduced into the model that could be considered an “ideal 

rating” or expected score for an individual, and raters could vary with respect to how close their rating is 

to this ideal rating.  This variability reflects random error (e.g., lack of consistency) as well as systematic 

error (e.g., rater tendencies such as leniency). As discussed by Bejar, Williamson, and Mislevy (2006) this 

modeling of rater variability may reflect an accurate modeling of rater cognition  in that under operational 

scoring conditions raters may try  to predict the score an expert rater would assign based on the scoring 

rubric and benchmark papers.  In addition, covariates can be introduced into the model to predict rater 

behaviors such as rater features (e.g., hours of scoring) and item features.  The modeling of rater 

variability is a way to account for error in the scores obtained when evaluating performance assessments, 

and allows for more valid interpretations of the scores.  

Equating and Linking 

 Equating helps ensure comparability of interpretations of assessment results from assessment forms 

administered at one time or over time; however, equating an assessment that consists of only performance 

tasks is complex (Kolen, 2004).  One way to equate forms so that they can be used interchangeably is to 

have a common set of items, typically called anchor items, on each of the forms.  The anchor items are 

then used to adjust for any differences in difficulty across forms.  An important issue that needs to be 

addressed in using performance tasks as anchor items in the equating procedure is that rater teams could 

change their scoring standards over time and the application of standard equating practices would lead to 
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bias in the equating process and consequently inaccurate scores (Bock, 1995; Kim, Walker & McHale, 

2008a; Tate, 1999).  As a solution to this problem, Tate (1999, 2000) suggested an initial linking study in 

which any changes in rater severity and discrimination across years could be identified.  This would allow 

for an accurate assessment of across- rater team ability differences and equating of the tests. To 

accomplish the equating, a large representative sample of anchor item papers (i.e., trend papers) from 

Year 1 are rescored by raters in Year 2. These raters in Year 2 are the same raters who score the new 

constructed responses in Year 2. These trend papers now have a set of scores from the old raters in Year 1 

and a set of scores from the new raters in Year 2.  This allows for examining the extent to which the two 

rater teams across years differ in severity in assigning scores, and then adjustments can be made to ensure 

the two tests are on the same scale. Tate contends that instead of having item parameters, there are 

item/rating team parameters that reflect the notion that if the rating team changes across years, any 

differences due to the change in rating teams will be reflected in the item parameters.  Another way to 

conceptualize this is that the item parameters are confounded by rater team effects so the rating team 

needs to be considered in the equating.   

 The effectiveness of this IRT linking method using trend score papers was established by Tate and his 

colleague (Tate, 2003; Kamata & Tate, 2005).  The use of trend score papers in non-IRT equating 

methods has also proven effective by Kim and colleagues (2008a; 2008b).  They compared the 

effectiveness of equating for a design that required anchor items and a design that did not require anchor 

items with and without trend score papers.  The design that does not incorporate anchor items alleviates 

the concern of content representativeness of anchor items.  Their results indicated that both designs using 

trend score papers were more effective in equating the scores as compared to those designs that did not 

use the trend score papers. More importantly, their results indicate that changes in rater severity can be 

examined and the equating of test forms across years should adjust for differences in rater severity if the 

trend scoring indicates that a rater shift has occurred (Kim et al., 2008a, 2008b).  Trend scoring should be 

implemented for any assessment program that uses constructed-response items for equating across years 

to control for equating bias caused by a scoring shift over years.    Kim and colleagues (2008b) point out 

that the trend scoring method requires additional rating of student papers which in turn increases cost, and 

it may be a bit cumbersome to implement.  The use of image and online scoring methods however can 

ease the complexities of the implementation of the trend scoring method.  

 

Conclusion 

 Performance assessments have been an integral part of educational systems in many countries 

however they have not been fully utilized in this country.  There is evidence that the format of the 
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assessment affects the type of thinking and reasoning skills that are used by students, with performance 

assessments being better suited to assessing high level, complex thinking skills (e.g., Martinez & Katz, 

1996). Recent advances in the design and scoring of performance assessments support their increased use 

in large-scale assessment programs.  In particular, computer simulations allow for the design of 

meaningful, real world tasks that require students to problem solve and reason. Scores can be generated 

for computer simulation tasks across a number of dimensions and reported in a timely manner given the 

advances in automated scoring systems. Automated scoring systems have also proven effective in the 

evaluation of student essays to writing prompts and short constructed-response items. Advances in the 

design of automated scoring systems will continue to support the increased use of computers for 

assessment design and delivery, allowing for a more integrative, comprehensive approach to assessment 

design.  

 Well-specified content standards that reflect high level thinking and reasoning skills can guide the 

design of performance assessments so as to ensure the alignment among curriculum, instruction and 

assessment. Various task design strategies have proven useful in helping ensure the validity and fairness 

of performance assessment results.  The language modification approach used by Abedi and Lord (2001) 

that minimizes the complexity of linguistic demands on mathematics items has led to improved 

performance for English Language Learners as well as other students. The use of computer based reading 

comprehension items where students use graphic displays to demonstrate their understanding will help 

minimize the extent to which students’ writing ability affects their scores on a reading comprehension 

assessment (O’Reilly & Sheehan, in press).  Task templates can be designed so as to ensure tasks embody 

the intended cognitive demands, and are not measuring one or more irrelevant constructs. Task templates 

also have the potential to increase the production of tasks, especially for computer-based simulation tasks.   

 When human raters are used, well articulated scoring rubrics and rigorous training procedures for 

raters will minimize error introduced in the scores due to inconsistency within and among raters.  

Measurement models and procedures have been designed to model rater errors and inconsistencies so as 

to control for them in the estimation of student scores on performance assessments. Procedures and 

measurement models have also been developed to account for changes in rater performance over years 

and to adjust student scores due to these rater changes.  This is important because any changes in student 

performance over the years should reflect actual changes in proficiency and learning, and not be a result 

of inconsistent scoring on the part of the raters. Further, if raters become more stringent over years, this 

could mask any improved student performance on the assessment. 

 The educational benefit of using performance assessments has been demonstrated by a number of 

researchers (Lane et al., 2002; Niemi et al., 2007; Stecher et al., 2000).  When students are given the 
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opportunity to work on meaningful, real world tasks in instruction, students have demonstrated improved 

performance on performance assessments. Moreover, research has shown that growth on performance 

assessments at the school level is not related to SES variables.  Sound educational practice begs for the 

alignment among curriculum, instruction and assessment, and there is ample evidence to support the use 

of performance assessments in both instruction and assessment to improve student learning for all 

students.   
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Figure 1 
BEAR Assessment System Construct Map for the Matter Strand in Chemistry 
 
 Matter Substrands 

Levels of Success Visualizing Matter: 
Atomic and Molecular Views 

Measuring Matter: 
Measurement and Model Refinement 

 
5 - Integrating bonding and relative reactivity models and evidence 
4 - Predicting phase and composition limitations of models 
3 - Relating properties and atomic views measured amounts of models 
2 - Representing matter with chemical symbols mass with a particulate view 
1 - Describing properties of matter amounts of matter 
Source: Adapted from Wilson (2005) 
 
 
Figure 2 
BioKids Assessment Tasks for “Formulating Scientific Explanations Using Evidence”
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Figure 3 
Holistic General Scoring Rubric for Mathematics Constructed-Response Items 

       Performance Criteria________________________________                      ____ 

4  Mathematical Knowledge. Shows understanding of the problem’s mathematical concepts and principles; uses 
appropriate mathematical terminology and notations; executes algorithms completely and correctly.   

 Strategic Knowledge. Identifies all the important elements of the problem and shows understanding of the 
relationships among them; reflects an appropriate and systematic strategy for solving the problem; gives 
clear evidence of a solution process, and solution process is complete and systematic.  

 Communication Gives a complete response with a clear, unambiguous explanation and/or description; may 
include an appropriate and complete diagram; communicates effectively to the identified audience; presents 
strong supporting arguments which are logically sound and complete; may include examples and counter-
examples. 

3  Mathematical Knowledge. Shows nearly complete understanding of the problem’s mathematical concepts 
and principles; uses nearly correct mathematical terminology and notations; executes algorithms completely; 
and computations are generally correct but may contain minor errors.   

 Strategic Knowledge. Identifies the most important elements of the problem and shows general 
understanding of the relationships among them; and gives clear evidence of a solution process, and solution 
process is complete or nearly complete, and systematic.  

 Communication. Gives a fairly complete response with reasonably clear explanations or descriptions; may 
include a nearly complete, appropriate diagram; generally communicates effectively to the identified 
audience; presents strong supporting arguments which are logically sound but may contain some minor gaps. 

2  Mathematical Knowledge. Shows understanding of some of the problem’s mathematical concepts and 
principles; and may contain computational errors.  

 Strategic Knowledge. Identifies some important elements of the problem but shows only limited 
understanding of the relationships among them; and gives some evidence of a solution process, but solution 
process may be incomplete or somewhat unsystematic.  

 Communication Makes significant progress towards completion of the problem, but the explanation or 
description may be somewhat ambiguous or unclear; may include a diagram which is flawed or unclear; 
communication may be somewhat vague or difficult to interpret; and arguments may be incomplete or may 
be based on a logically unsound premise.  

1    Mathematical Knowledge. Shows very limited understanding of some of the problem’s mathematical 
concepts and principles; may misuse or fail to use mathematical terms; and may make major computational 
errors.  
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 Strategic Knowledge. Fails to identify important elements or places too much emphasis on unimportant 
elements; may reflect an inappropriate strategy for solving the problem; gives incomplete evidence of a 
solution process; solution process may be missing, difficult to identify, or completely unsystematic.  

 Communication Has some satisfactory elements but may fail to complete or may omit significant parts of the 
problem; explanation or description may be missing or difficult to follow; may include a diagram, which 
incorrectly represents the problem situation, or diagram may be unclear and difficult to interpret.  

0 Shows no understanding of the problem’s mathematical concepts and principles.   
                                                                                                                                         

Source: Adapted from Lane (1993)
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Figure 4 
Bear Assessment System Scoring Guide for the Matter Strand in Chemistry 
 

 
Level Descriptor Criteria 

0 Irrelevant or Blank 
Response 

Response contains no relevant information 

1 Describe the 
properties of matter 

Rely on macroscopic observation and logic skills. No use of 
atomic model. Uses common sense and no correct chemistry 
concepts. 

1-    makes one or more macroscopic observation and/or lists 
chemical terms without meaning 

1     uses macroscopic observation AND comparative logic 
skills to get a classification, BUT shows no indication of 
using chemistry concepts 

1+   makes simple microscopic observations and provides 
supporting examples, BUT chemical principle/rule cited 
incorrectly 

2 Represent changes in 
matter with chemical 
symbols 

Beginning to use definitions of chemistry to describe, label, and 
represent matter in terms of chemical composition.  Use correct 
chemical symbols and terminology 

2-   Cites definitions/rules about matter somewhat correctly 
2    Cites definition/rules about chemical composition 
2+  Cites and uses definitions/rules about chemical 

composition of matter and its transformation 
3 Relate Relates one concept to another and develops models of explanation
4 Predicts how the 

properties of matter 
can be changed 

Apply behavioral models of chemistry to predict transformation of 
matter 

5 Explains the 
interactions between 
atoms and molecules 

Integrates models of chemistry to understand empirical 
observations of matter 

Source: Adapted from Wilson (2005) 
 
 
 
Figure 5. 
Knowledge Integration Scoring Rubric 
 

Link Levels Description 
Complex Elaborate 2 or more scientifically valid links among relevant ideas 
Full Elaborate 1 scientifically valid link between 2 relevant ideas 
Partial State relevant ideas but do not fully elaborate the link between relevant ideas 
No Make invalid ideas or have non-normative ideas 
Source: Liu, Lee, Hofstetter, and Linn (2008).   
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I.  Executive Summary 

[Note: this section will be written last, after the other 4 sections have been reviewed and 
discussed with the sponsors of this work] 
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II. Overview, Purpose, and Background 

The purpose of this study is to determine, as precisely as possible in advance, the amount of money a 
typical state would incur to implement a high-quality assessment system including performance 
components in comparison to the amount currently being spent on their state assessment under three new 
conditions: the economies available from collaborating with other states in a consortium constructing 
common assessment items and tasks; the economies available from using technology for assessment 
development, distribution, and scoring; and specific conditions for teacher involvement in moderated 
scoring.  The data from the study will be used to inform states, policymakers, and other key decision 
makers how much new, higher quality assessment systems could cost under various conditions, and what 
the impact of some cost mitigation strategies might be.  The design of a high-quality assessment was 
developed by staff at the Assessment Solutions Group (ASG), in particular, Ed Roeber, Michigan State 
University, based on the work that Linda Darling-Hammond and her colleagues at Stanford University 
conducted in collaboration with the Council of Chief State School Officers to lay out a vision of what 
assessment systems that support higher-quality learning might look like, and to summarize research on 
lessons regarding performance assessment over the last several decades.   This work is summarized in a 
corresponding collection of papers.1  

As part of the process for designing and developing the new assessments that have been proposed, it was 
determined that costs for various types of assessment approaches needed to be modeled to provide an 
accurate estimate on what the overall costs (development and ongoing administration) would be to states.  
This report summarizes the background, assumptions, methodology, and results of the analyses conducted 
by ASG, the organization contracted to do this work.  As noted, ASG developed the designs for a typical 
current state assessment and a new high-quality assessment, and analyzed the costs for these assessments 
using its cost model system in order to summarize the costs and compare detailed information for the two.  
For the purposes of this study, the estimates that are provided are illustrative and not intended to be the 
only resolutions of the questions regarding how to best implement a high quality assessment system. 
Different calculations could be obtained depending on the specific assessment design and/or vendor 
solution selected.  

Background 

Among the many driving forces impacting state assessment, the issues of increased amounts of testing, 
cost, lack of state funds, and assessment quality are at the forefront.  Two new initiatives, the Common 
Core Standards project and the Race to the Top common assessments competition (discussed in more 
detail later in this section), are helping focus attention on important steps for improving state assessments.  
The ongoing work by Stanford, the Council of Chief State School Officers (CCSSO), the National 
Governors Association (NGA), and others to address these issues also are great steps in this direction.  

 
1 Add citations to papers by Jamal Abedi; Linda Darling‐Hammond; Suzanne Lane; Stuart Kahl & Raymond 
Pecheone; Larry Picus et al.; and Brian Stecher. 
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However, given the current financial situation in most states, new assessment designs need to be as cost-
effective and efficient as possible.  States are now trying to do more with less – increased amounts of 
testing but with decreased funding.   

The level of statewide assessment activity occurring in the United States jumped dramatically during the 
past two decades. In the early 1990’s, fewer than 30 states had some type of statewide assessment activity 
and this usually consisted of only one statewide assessment program component. The adoption of the 
Improving America’s Schools Act (IASA) in 1994 began the trend to increased statewide assessment 
activity, since it required that all states create academic content standards in the areas of mathematics and 
reading/English language arts, as well as assessments at one elementary, one middle school, and one high 
school grade. The Individuals with Disabilities Education Act of 1997 (IDEA-97) added the requirement 
that all students with disabilities participate in statewide assessments, while the No Child Left Behind 
(NCLB) Act of 2001 expanded the number of grades (to grades 3-8 plus one high school grade) and 
content areas assessed (adding science assessment no later than 2007 in at least one elementary, middle 
school, and high school grade). Both IASA and NCLB also required states to assess the English language 
proficiency of English language learners (ELLs).  

The result is that the amount of statewide assessment in each state has increased dramatically. In states 
that pioneered statewide assessment programs, such as Michigan during the 1960’s, the state did not add 
any new assessment components until these Federal laws went into effect in the 1990’s. It now has six 
different assessment programs, each covering different grades and/or subgroups of students, for different 
assessment purposes – a more than 500% increase in the size of the state assessment. The amount of 
change in other states has been comparable, with many adding statewide assessments as a state 
accountability policy lever for the first time in their states’ history in addition to expanding assessments to 
meet Federal requirements.  

Clearly, a substantial number of testing programs are being operated at the state level across the nation.  

Synonymous with the considerable and rapid expansion of statewide assessment efforts is the equally 
dramatic increases in the costs for the assessment programs. Whereas once states’ assessment costs were a 
minor part of the state education agencies’ budgets, now the costs are substantially higher (and much 
more noticeable to policymakers and the public). The required state assessments that once cost just a few 
million dollars can now run to as much as $100 million per year in a large state. Even though a portion of 
these costs is paid from Federal funds, the overall state portion of the costs of testing has risen 
dramatically in recent years.  

In the past decade, the total amount of testing-related costs has increased dramatically. Across the U.S., 
various studies have estimated assessment activities now cost anywhere from $950 million to $1.3 billion 
annually, and are increasing. In the conference report accompanying the adoption of NCLB, Congress 
mandated that the U.S. Government Accounting Office (GAO) conduct a study to estimate the costs to 
states of complying with NCLB between 2002 and 2008 (GAO, 2003). The GAO chose to cost out three 
scenarios. The first was an all multiple-choice (MC) item format for all required state tests. The second 
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was a scenario in which states used a combination of MC and short constructed-response (CR) items that 
were currently in use in 2002. The third scenario listed the costs if states were to use a combination of 
MC and extended CR items. The actual appropriations from the Federal government to states were at 
slightly above the first level over the six years from 2002 to 2008 (totaling $400+ million annually). 
Some states chose MC only programs, although most used a combination of MC and CR item formats. 
Thus, while states did receive some Federal support for the added costs of testing, they also had to 
appropriate additional state dollars to support mandated statewide assessment.  

States committed to more extensive performance assessment – such as Connecticut – which included 
extended writing tasks, science investigations, and other intellectually challenging tasks in its assessments 
– were unable to afford a large share of the costs of their assessments when NCLB required annual every 
student be tested. Connecticut sued the US Department of Education for the costs of maintaining its rich 
assessment program under NCLB, and, in the course of negotiations, was advised by the Department to 
revert to multiple choice testing (citation to be added).  

A few other studies also have been done over the years to look at total state assessment costs and one 
conclusion is that there is a paucity of recent and accurate cost figures for statewide assessment programs. 
Although there are a variety of estimates, and overall figures for Federal expenditures are readily 
obtainable, the amount that each state spends on its statewide assessment activities is not systematically 
collected, nor is it analyzed in any appreciable depth.  

Also, although states spend a significant amount of money on their statewide assessments, many do not 
have accurate methods to objectively estimate the appropriate costs for their assessment programs. 
Furthermore, most states do not have access to good information as to what the costs should be for 
individual components or special features they may wish to include in an assessment, thereby making it 
extremely difficult to determine the relative value of one component/feature vs. another when 
constructing an assessment. Given the size and scope of the contracts, states need good information on 
costs that will help them create assessment designs that are as efficient as possible. This need becomes 
even more acute as states try to redesign their assessment programs to reflect higher quality designs that 
both improve instruction and student learning. 

In addition, because the lack of funding has often resulted in states adopting less complex assessments 
with largely MC items or cutting back on the number of CR items so that only a few are used, the current 
approaches being used in states need to be re-evaluated.  Many testing experts are encouraging states to 
assess their students at higher and deeper levels so that problem solving and higher order thinking skills 
can be better measured and reported.  Therefore, it is important to closely look at the current designs 
being used in states and compare those to new designs that incorporate other approaches that can have 
more validity for improving instruction and assessing student learning, such as more use of Short CR and 
Extended CR items and use of innovative performance measures.  
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Common Core Standards and Race to the Top Common Assessment Initiatives 

The development of the common core standards and Race to the Top (RTTT) funding for assessment and 
other educational reforms represent two important initiatives in upgrading the educational system in the 
United States.  The common core standards is a joint project spearheaded by CCSSO and NGA to develop 
a common set of content standards for the states to benchmark the academic standards of the best and 
most rigorous educational systems in the world.  These standards will be used to focus the curriculum on 
the rigorous skills students will need to succeed in the 21st century and help states in terms of improving 
student education and assessment.  The common assessment, aligned to the common core standards, will 
make assessment an integral part of curriculum and instruction to actually improve student learning. 
Through a RTTT competition, funds from the USED will be used for new innovations in education, 
including assessment, and various consortia of states will be able to use these funds to develop a next 
generation of higher-quality assessments in reading/language arts and mathematics that can be used as 
part of their state assessment program in the future. The USED is interested in supporting one or more 
consortia of states that work toward jointly developing and implementing common, high-quality 
assessments aligned with a consortium’s common set of K-12 standards that are internationally 
benchmarked and that build toward college and career readiness by the time of high school completion. 
New, innovative assessment designs are being considered that will both help students learn and teachers 
develop effective teaching and intervention strategies. These new assessments will likely include new 
item types such as performance tasks and performance events, as well as the use of more constructed 
response items than current assessments.  

However, without any systemic changes in the way assessments are procured, developed and 
administered, the cost of these new assessments could exceed the cost of current assessments by a 
significant amount. If these costs are not anticipated and controlled, they could spell the end of such 
innovative approaches to assessment. As more details of this new initiative are being unveiled, few 
analysts have evaluated how much it will actually cost to develop, administer, and maintain these 
new, innovative assessments under different assessment conditions. Therefore, as noted earlier, this 
study provides information that can help determine the amount of money a typical state would 
incur to implement a high-quality assessment system in comparison to the amount currently being 
spent on their state assessment.   

Additional Issues Affecting Current State Assessments 

Some of the other issues concerning the design of current state assessments are that they are largely 
summative in their approach; the assessments are not always instructionally sensitive, balanced, or 
innovative; and little teacher instructional strategies or other useful information are provided that can 
positively impact students within the school year.   

One of the purposes of these set of papers is to suggest better approaches to large-scale assessment that 
are cost effective and make it a valuable part of the curriculum. The ongoing work by Stanford, CCSSO, 
NGA, and others to design more innovative, high-quality assessments is an opportunity to improve some 
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of the current approaches that are being used. Also, the information provided by a detailed analysis of the 
costs for these types of assessments can help in the deliberations.  ASG’s expertise in designing and 
costing state assessments can be of much benefit to policy makers, states, and state consortia for the 
design more efficient and effective assessment solutions.  

A key premise of this report is that the total cost of improved state assessments could be significantly 
more than current assessments if changes are not made in the way assessments are procured and 
delivered.  Furthermore, assessment cost has been a “black box,” especially since the advent of NCLB, 
and most states are not aware or informed of costs of many different features and functionalities. Thus, 
states are not able to make educated trade-offs or other decisions concerning changes to their assessment.  
In addition, it is likely that states are not efficient as they could be in their current assessment systems. 

The ASG Cost Model 

The ASG Assessment Cost Model is a variable input, metric-based output model. That is, specific 
assessment program variables are input to the model and applied against cost factors, metrics, and/or 
databases to derive assessment cost. Several hundred variables associated with the functions and activities 
required to develop and administer an assessment (e.g., item & test development, production and 
manufacturing, logistics, editing and scoring, reporting, psychometrics, program management, quality 
assurance, information technology etc.) are contained in the model which allows ASG to build up the cost 
of any assessment from the ground up as opposed to making generalized estimates of the cost of an 
assessment based on broad industry parameters.  The ASG cost model has the ability to conduct a detailed 
study of the costs for all types of assessment components to not only determine the cost of the assessment 
but to also identify ways to improve the cost effectiveness and efficiency of a state assessment. The model 
generates a plethora of detailed cost information that can be used to evaluate assessment and assessment 
component cost. Cost reports by function, area, cost type etc. are generated and key metrics are presented 
to better understand assessment cost, as well as allowing for a comparison to model “efficient cost” data. 

Without an assessment cost model, it is possible that a state, or consortia of states, will spend a significant 
amount of money on a new assessment, but not have accurate methods to objectively estimate the 
appropriate costs for the assessment program. Furthermore, in designing a new assessment, it is important 
to have access to good information as to what the costs should be for individual components or special 
features that may be included in the assessment, thereby making it possible to determine the relative value 
of one component/feature vs. another when constructing the assessment.  The data from a rigorous cost 
analysis can help a state, or consortia of states, estimate the individual and total costs of a future 
assessment.  It is hoped that states, as well as the USED, will then be able to budget more efficiently and 
effectively because they will have a better understanding of component costs and different options.  

In this study, ASG used its proprietary assessment cost modeling software to determine the costs of a 
“typical” current state assessment and the costs for various new innovative assessments. After estimating 
costs for a current assessment, the cost model was used to determine the cost of a new, high quality 
assessment for a “typical” single state purchasing the assessment for its own use. The model was then 
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used to create different design, development, and delivery strategies in order to reduce the cost of the 
assessment. The resulting reduced assessment costs were then compared against the cost of the current 
assessment.  

Benefits of ASG Methodology for Helping States Analyze Assessment Costs 

In general, states do not have access to good information as to what the cost should be for individual 
components or special requirements they may wish to include in an assessment, nor do they have accurate 
methods to estimate all aspects of the costs for their assessment programs. States also may have 
difficulties preparing requests for proposals (RFPs) and comparing vendor proposals, and are never quite 
sure whether assessment contractors are proposing “apples-to-apples” programs. In a nutshell, states 
cannot always tell whether prices quoted for an assessment are too high, too low, or about right.  

As various designs are proposed for new assessments in the future, states, or consortia of states, need 
methods that allow them to understand what they will be paying for – from the total bottom-line price 
down to each assessment component. This will allow states to make decisions about how to tailor the 
design of the assessments to most effectively and most efficiently assess students (i.e., meeting all Federal 
and state assessment requirements) while still providing the achievement information needed at the state 
and local district levels. If they are able to better understand their assessment costs, states will be able to 
better design and implement programs that not only meet Federal and state requirements, but more 
importantly, will be affordable. This may permit states to spend less on testing and more on helping local 
districts better use the assessment results to improve student learning, and thus achievement – a primary 
goal of large-scale assessment.   

The results from this study help provide data for an apples-to-apples comparison of current “typical state 
assessment” and new high-quality assessment costs that are created with the same model using similar 
assumptions.  The information reported from the cost model yields independent, objective, and accurate 
estimates of incremental costs for states and provides fair comparisons of various approaches to 
developing and delivering the new assessment.  In addition, the information can help states that may want 
to upgrade their assessment system and/or cost out various cost reduction strategies.  In the following 
sections of this report, details are provided on the assumptions used in the model, the methodology used 
to analyze the data, and the results from the series of cost analyses that were conducted. 
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III. Methodology and Key Assumptions 

In this section, the methods used to analyze costs in this study are described.  Information on the 
assumptions for the various models of state assessment programs that were evaluated are listed below, 
and details are provided on the definitions and scenarios used to run the cost models and compare the 
data. 

ASG used a straightforward approach to determine the cost of a typical state assessment, for developing 
and implementing a new high quality assessment system, and to calculate the resulting incremental cost to 
adopt the new system.  The following assessment models were created and analyses conducted: 

1. Define and price a representative assessment program for a moderately large state - the goal of this 
analysis was to calculate the assessment costs associated with a typical current assessment program for 
reading/language arts and mathematics. This included the costs for the state assessment program run by 
the state, as well as an interim benchmark assessment program procured by the state for local district use.  

• A typical state and typical assessment system were defined and noted as the current assessment 
system. The current system served as the baseline model for the calculation of both the 
development and ongoing administration costs. Cost calculations and comparisons (total and 
incremental) to other scenarios were made relative to this baseline model. Pricing for the current 
assessment system was developed using the Assessment Solutions Group (ASG) cost model to 
calculate the summative component and pricing of existing interim assessment products and ASG 
assumptions to calculate the interim assessment component.  

2. Design and price a high quality, future assessment program for the same moderately large state - 
In the same typical state as used in number 1 above, several scenarios were created around the more 
innovative approaches to  assessment that could be used in the future state assessment program. The costs 
for representative scenarios were determined. 

3. Develop cost reduction strategies based on consortia of various numbers of states implementing the 
high quality assessment design – In these cases, one or more of the scenarios developed in number 2 
above were used to develop costs for a consortium of 10, 20, and 30 states working together. Such cost 
estimates illustrate the cost savings for groups of states working together to create the assessments that are 
needed. Several analyses based on the state consortia model (A below) were created to examine further 
cost efficiency scenarios and are notated as follows: 

A. Participating in a state assessment consortium to share development and overhead costs. 
State consortia sizes of 10, 20, and 30 states were analyzed.  

B. Moving to online delivery of  the assessment - Online assessment (OLA) delivery 
eliminates much of the cost of pencil and paper systems and many states have stated that 
they want to use an OLA in the future (if they have not already implemented one). 



Do not cite or quote without permission 

 

 

10 

 

C. Using teachers to score performance event (PEs) and performance task (PTs) items – 
Two different models were examined, one (C1) assuming a professional development 
model with no additional teacher compensation beyond that supported by the state or 
district for normal professional development days and the other (C2) assuming an 
$125/day stipend to teachers. 

D. Using distributed scoring for constructed response items - A scenario was run assuming a 
50/50 mix of site based and distributed scoring for the constructed response items. 
Distributed scoring allows the person scoring the item to work from his or her home 
while accessing a centralized scoring and monitoring platform. Distributed scoring was 
also assumed, in all cases, for the scoring of performance event and performance task 
items. 

E. Adopting automated scoring for some constructed response items - Automated systems 
are being developed and placed in service using computers to score essay type responses 
via the use of artificial intelligence (AI) engines. ASG examined one scenario, at a low 
per response price point, to determine the impact on assessment cost. 

F. Developing a customized interim benchmark assessment system – The cost of developing 
an interim benchmark system with similar item types and structure as the high quality 
system was modeled. (Cases 3A-3E focus on the development and administration of the 
summative assessment system.) 

F(2) – Using state consortia to develop and make available different options for the 
administration of an interim assessment system. 

Each of these models of assessment programs is explained more fully below. The results of the analyses 
and costs associated with each model are shown in the next section of this report.  For the purposes of this 
study, the estimates that are provided are illustrative and not intended to be the only resolutions of the 
questions regarding how to best implement a high quality assessment system. Different calculations could 
be obtained depending on the specific assessment design and/or vendor solution selected.  

Model 1 - Comprehensive Assessment Program for a Moderately Large State 

The typical state assessment program now in use in the United States has a number of characteristics in 
common. These commonalities are driven by Federal requirements for such programs. The No Child Left 
Behind (NCLB) Act requires that states assess English language arts/reading and mathematics at grades 
3-8 plus one high school grade, and to assess science at one elementary, middle school and high school 
grade. There are assessment requirements for English language learners (namely, annual assessment with 
an English proficiency test) and for students with disabilities (provision of assessment accommodations 
and an alternate assessment for such students unable to participate in the regular assessment program). 
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For purposes of this cost study, a moderately large state was selected to determine what the state should 
be paying for its assessment services – test development and test administration. 

The typical summative assessment was defined as one administered at the end of the school year with 50 
multiple choice questions and 2 extended constructed response items in mathematics and reading and 10 
multiple choice questions and 1 extended constructed response item in writing. Writing was included 
because a substantial number of states have writing as part of their ELA assessment. Science was not 
included because the common core standards being created for use by the states include only English 
language arts and mathematics. Summative assessment assumptions are shown in Exhibit 1. 

Exhibit 1 – Summative Assessment Assumptions 

Summative Assessment 
Assumption Description 

Test Years Year 0 (full field test) + 3 operational years 

Grades/Students Assessed Grades 3-8 and 10; 125,000 students per grade 

Domains Assessed 
Mathematics and English Language Arts (Reading & 
Writing) 

Delivery Method Pencil and paper for summative assessment 
Number of Unique Test 
Forms 

2 plus a breach form (breach form developed in year 1 but 
not printed) 

Color 2 color (no items presented in color) 

Item Release Rate 25% each year 

Field Test Methodology Full field test in year 0; embedded years 1-3  

Travel and Meetings 
Standard setting, bias review, sensitivity review (standard 
meetings) 

Shipping Method Ground transportation 

Scanning Description 
Scannable answer documents in grades 4-8, 10; scannable 
books in grade 3 

Scoring of Constructed 
Response Items 

Vendor scored, 20% read behind rate, 90% exact and 
adjacent agreement required 

Reporting 

 End of year reports (state, district, school demographic, 
etc) electronically delivered with the exception of the 
parent report which is printed and mailed 

Vendor Gross Margin 35%* 
* Vendor gross margin higher than current industry average. All other things being equal, it is expected that prices 
will rise in the next few years.  
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Interim Benchmark Assessment 

Interim assessments have become more common among local school systems that are concerned about 
whether all students will meet the accountability requirements of NCLB. The goal is to use assessments 
periodically to determine student progress towards mastering the knowledge and skills expected of 
students when they are assessed on the annual state assessment program instruments. There are several 
ways in which these interim assessments may be implemented and used.  

Off-the-Shelf versus Custom Developed.  One of the first choices for districts and states that wish to use 
interim benchmark assessments is whether to select one of the commercial products on the market or to 
develop their own instruments. The advantage of using an available set of assessments is that they are 
readily available and ready to use; they can be implemented easily in the school district. On the other 
hand, such off-the-shelf products may not measure the skills the district (or the state) considers to be most 
important, and this mismatch might not permit educators to receive good information on such outcomes.  

An alternative that some districts and states are using is to create their own interim benchmark 
assessments. The advantage of this approach is that the assessments can better measure the skills 
considered to be important by the district (or the state) and in addition, can use a broader range of 
assessment types (constructed response items, performance events or performance tasks) not commonly 
found on off-the-shelf interim assessment products.  

Paper-Based or Online Testing.  Another choice that districts and states face is whether the interim 
benchmark assessment program is delivered online or via paper-based assessments. The advantage of 
online assessments is the ease of test administration and the speed of return of results. The major 
disadvantage is whether the school has the necessary computer infrastructure to permit assessing large 
numbers of students in a brief period of time.  

Paper-based assessments are useful when a broader array of assessments – those for which online 
administration would be challenging – are used. In addition, they are helpful when the number of students 
to be assessed is small or if custom-developed interim benchmark assessments were developed and the 
cost of entering these into online assessment systems is viewed as too high.  

State Education Agency Role in Interim Benchmark Assessment.  There are several ways in which state 
education agencies might assist local districts that wish to use interim benchmark assessments. At one 
extreme are states that purchase a single interim benchmark assessment system (or that custom-develop 
one) for all districts in the state. Another potential role would be to provide mandate the use of such a 
system locally, but not provide a single system for the entire state. This may or may not come with the 
necessary resources for operating such a system. Third, states may provide assessment materials 
previously used in the assessment program for local district use in “stocking” their interim benchmark 
assessments. Finally, states might simply acknowledge that districts are using such a system and permit 
them to use Federal, state, or local funds to pay the necessary costs of developing and using such a 
system.  
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Given the above, there are currently a wide variety of options and associated pricing for interim 
assessments. If we were to select one such option it would be an online test with 40 MC and 0 CR items 
delivered three times a year at an all in price around $8 a student.2 

Options for States Working Together.  When states form consortia to develop and implement large-scale, 
summative assessments at the state level, they may also wish to consider how they could work together to 
provide interim benchmark assessments to their local school districts. There are at least four different 
options for this to occur: 

A.  The full consortium buys/leases a complete system (items and online delivery system) from a vendor 
and this system is provided to local districts to use as they see fit.  

B. The consortium purchases/leases an online assessment system from a vendor, but the consortium 
loads its own assessment (which it has developed) into the system and provides the system for local 
district use.  

C. The consortium develops its own assessments and administers these and the state assessments using 
the same online system that they have either created or leased.  

D. The consortium develops its own assessments and provides these to the local school districts to use as 
they see fit – to load into any online system that they have and/or to use as paper-based assessments.  

In order to assist states working in consortium to understand the costs of these options, cost estimates 
were prepared to show what each would cost per student and per state. 

Exhibit 1B shows the interim assessment assumptions. 

 Interim Assessment Assumption Description 
Test Years Years 1 - 3 
Grades/ Students Assessed Grades 3-8 and 10; 125,000 students per grade 
Domains Assessed Mathematics and English Language Arts 

Delivery Method 
Online (multiple annual administration) with a paper and pencil 
option 

Number of Unique Test Forms 2 
Color Online system would have color capability 
Item Release Rate TBD 
Field Test Methodology Items are field tested 
Reporting Reporting is automated and available within hours 

 

                                                            
2 Current and projected interim assessment pricing based on catalog pricing and interviews with Pearson, 
CTB/McGraw Hill and NWEA 
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Exhibit 1C shows the interim assessment per student pricing assumptions. 

Interim Assessment System ‐ Options 

Per Student Cost Assumptions 

States 

Purchase System 
and Content 

Purchase System 
Only ‐ Add Owned 

Content 

Purchase Summative 
and Interim System ‐ 
Add Owned Content 

Develop Content 
and Provide to 
Districts Upon 

Request 

10  $8.00  $6.00  $2.00  Var. 

           

20  $7.00  $5.00  $1.50  Var. 

           

30  $6.00  $4.00  $1.00  Var. 
 

Baseline Cost Determination  

As stated above, the ASG cost model was used to develop the appropriate price for the summative 
assessment defined earlier for the typical state, calculated for Years 0, 1, 2, and 3.  The assumptions 
above were used to develop the costs options for the interim assessment system. The combined costs for 
the various options can then be set as the baseline for comparing current and future assessment system 
costs.  

Model 2 – High Quality Assessments 

After the costs for the baseline assessment program were determined, the next step was to develop a 
scenario for the design of a high quality large-scale assessment program. This is not an easy task, since 
there are a variety of ideas about how large-scale assessments could be changed and improved. However, 
in order to develop cost estimates for such a program, a design was developed and specific quantities of 
different types of assessment items were determined. The high quality assessment designs include a 
greater mix of constructed response items than is commonly seen on such assessments today, as well as 
new innovative item types defined as performance events and performance tasks. Many testing experts 
view these types of items doing a much better job of testing a student’s problem solving and higher order 
critical thinking skills than current multiple choice items.   Table 1 shows a description of the types of 
items assumed to be used in such a program.  

A summary of the new assessment designs is shown in Exhibit 2. 
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 Table 1- High Quality Assessment Item Types and Examples 

 
Multiple Choice – This is an on-demand item in which students select the correct answer from 
among four choices given to them. 
 
Example   Who wrote the play “Romeo and Juliet?” 
 
A William Shakespeare 
B Thornton Wilder 
C William Blake 
D Thomas Smythe 
 
Short Constructed-Response (SCR) – This is an on-demand written exercise in which the 
student produces a response that ranges from a word or a few numbers to a few sentences or a 
few numbers.  
 
Example   Describe in one paragraph the basic plot of “Romeo and Juliet.”    
  
 
Extended Constructed-Response (ECR) – This is an on-demand written exercise in which the 
student produces a response that ranges from one paragraph to a couple of pages in response to a 
prompt. The essay is typically scored on a 0-4 or 0-6 basis for one or more dimensions.  
 
Example   Write an essay in which you describe the conflict(s) inherent in the play Romeo 
and Juliet. Then describe how such conflicts could occur in modern day America. Describe at 
least two ways in which this play could describe modern America.   
 
Performance Event (PE) – This is an on-demand activity that students complete in a class period 
in school. It may involve a written activity, but often may involve students actually doing 
something, being observed and rated by the teacher. The PE will be scored on one or more 
dimensions, each typically on a 0-4 or 0-6 scale 
 
Example   The student is asked in an English class to sketch the set for a production of 
Shakespeare’s “Romeo and Juliet” to illustrate how play were staged in England in Shakespeare’s 
time. You have 30 minutes to complete this exercise.   
 
Performance Task (PT) – This is an activity that students will work on in class and outside of 
class for periods ranging from a couple of days to several weeks. Typically, because these are 
such complex tasks, they may result in a paper, a completed project, and/or presentation. The PT 
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may involve multiple parts that could be scored holistically or separately. The PT will be scored 
on one or more dimensions, each typically on a 0-4 or 0-6 scale. 
 
Example:   Develop a paper, drawings, and a presentation to compare how plays written at 
the time of Shakespeare were staged versus how a play such as “Our Town” might be produced 
and staged. Consider changes in how plays were written, the venues where they were staged, the 
manner in which the audience would “interact” with the players, and the net effect on those who 
attended the production. Your paper should be at least five pages in length, include at a minimum 
two drawings, and your presentation should be at least ten minutes in length.  

 

Exhibit 2 – Summative and interim assessment test designs. 

Summative Assessment Design 
      
Summative Assessment Item Counts 

Mathematics 
Multiple 
Choice 

Short 
Constructed 
Response 

Extended 
Constructed 
Response 

Performance 
Event Performance Task 

Current Typical            
Assessment 50 0 2 0 0 
High Quality   2 2   2 
Assessment 25 (1 in grade 3) (0 in gr. 3, 1 in gr. 4) 2 (0 in gr. 3, 1 in gr. 4) 
Summative Assessment Item Counts 

English Language Arts 
Multiple 
Choice 

Short 
Constructed 
Response 

Extended 
Constructed 
Response 

Performance 
Event Performance Task 

Current Typical            
Assessment (Reading) 50 0 2 0 0 
Current Typical            
Assessment (Writing)* 10 0 1 0 0 

High Quality   2 2     
Assessment (Reading) 25 (1 in gr. 3 & 4)  (1 in gr. 3 & 4) 2 1 
High Quality   2 2     
Assessment (Writing)* 10  (1 in gr. 3 & 4) (1 in gr. 3 & 4) 2 0 
 *Administered 
in grades 4, 7 
and 10       
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Interim Assessment Design 

            
Interim Assessment Item Counts 

Mathematics 
Multiple 
Choice 

Short 
Constructed 
Response 

Extended 
Constructed 
Response 

Performance 
Event Performance Task 

Current Typical            
Assessment** 40 0 0 0 0 
High Quality     1   1 
Assessment** 25 2  (0 in grade 3) 1  (0 in grade 3) 
Interim Assessment Item Counts 

English Language Arts 
Multiple 
Choice 

Short 
Constructed 
Response 

Extended 
Constructed 
Response 

Performance 
Event Performance Task 

Current Typical            
Assessment** 40 0 0 0 0 
High Quality           
Assessment** 25 2 1 1 1 

**Administered 3 times a year 

The full “procurement cost” of implementing the new assessment system was calculated which consists of 
the initial development of the items and forms (a Year 0 incremental expense), as well as the ongoing 
annual cost of administering the assessment program. Calculations for the cost per functional area 
(development, production, IT, program management, quality assurance, warehousing/logistics, scoring, 
etc.), cost per student, cost per grade, cost per domain and key metrics for each functional area and 
assessment as a whole were also generated. The model was used to calculate Year 0, Year 1, Year 2 and 
Year 3 assessment costs so the same data set was available to compare the future high quality assessment 
cost data to the baseline current assessment data.  

Based on the results of previous studies, our estimates assume that the average time it takes an 
experienced person to score a performance event and performance task is 3 and 6 minutes respectively. 3 
It is likely that these times could vary depending on the nature of the items actually used in a high quality 
assessment. The estimates selected are at the lower end of the range of times that have been previously 
measured in scoring performance items and should serve as a starting point in the discussion of the 
development of new high quality assessments. The estimates are based on average times reported by 
scorers working under the direction of an assessment organization, taking into account both students who 
write elaborate responses to the performance events and tasks, and those students who provide little or no 
response. The latter can constitute upwards of one-third of the “responses” to these items. The scoring 

                                                            
3 Baron, 1984; Breland, Camp, Jones, Morris and Rock, 1987; Hymes, 1991; US Congress Office of Technology 
Assessment, 1992; Stevenson, 1990; Hill and Reidy, 1993. 
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time for each type of item is dependent on the number of parts that are written into each performance 
event or task, as well as how elaborate it is anticipated that student responses will be.  

Model 3:  Cost Reduction Strategies/Cases 

Once the current and high quality assessment system costs were calculated for a given typical state, 
strategies were developed to reduce the cost of the new assessment system. The following models were 
examined and assessment system costs calculated. Note, each model and case was calculated 
independently of the other cases. A final calculation was made to determine the impact on assessment 
cost if all of the cost reduction strategies modeled were implemented. 

A.  Participation in a consortium of states to develop and administer a new high quality assessment – 
Participation in state consortia of 10, 20 and 30 states was examined. Participating in a 
consortium of states allows the members to spread the fixed costs of development and vendor 
overhead functions (IT, QA, etc.) over the entire group. Additionally, a consortium of states 
should be able to negotiate better pricing from both online and test development vendors. ASG 
assumed a lower vendor gross margin in the consortia cases. 

B.  Use of technology in delivering the assessment – The use of online testing was examined and the 
impact on assessment cost calculated. Online test development and administration systems can 
be significantly less expensive than using paper and pencil to administer the assessment. While 
costs to a state for the purchase of additional PCs was not modeled in our calculations, it would 
not be difficult for a state to calculate the cost benefit analysis of moving to online testing using 
the data in this study. Additionally, several strategies exist that a state can use to mitigate the 
impact of high student to PC ratios on the required testing window. 

C.  Use of teachers to score Performance Events and Performance Tasks - Different scenarios were 
run assuming teachers would score the performance events and performance tasks. In one 
scenario (C1) teacher scoring of performance events and performance tasks was treated as part of 
teacher professional development and therefore, the cost of scoring these items was not included 
in the calculation of total future assessment system costs. In another scenario (C2) it was 
assumed that teachers would be paid a $125 a day stipend to score the items. 

D.  Use of distributed scoring  to mark the constructed response items -  Distributed scoring of 
constructed response items is cheaper than centralized on site scoring because it avoids the fixed 
facilities, computer and scoring center management costs. ASG used a 50/50  a mix of site based 
and distributed scoring because both methods of scoring CR items are typically implemented in 
order to get the total number of readers required and, to a lesser extent, for the vendor to get a 
feel for the issues that arise in scoring particular responses. Note that for comparability purposes, 
ASG assumed distributed scoring for PEs and PTs in all cases. 

E.  Use of AI technology in scoring constructed response items – A major assessment cost is the 
labor required to score the constructed response items. A variety of systems have been or are 
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being developed and placed in service by vendors to automatically score student essay responses 
using Artificial Intelligence engines. Based on ASG’s research4, today these systems cost 
between $.50 and $3.00 per question with the bulk of the pricing by vendors at the higher end of 
the range. It is assumed that as time passes and systems continue to mature, pricing should 
become more affordable. A scenario was run, for the 30 state consortia, at $.50 per item to score 
a student response and $6,000 per item system training fee, to determine the impact of computer 
based scoring on the cost of scoring the constructed response items.  

F.  Development of a customized interim benchmark assessment system - In the case of a possible 
future interim assessment system, it was assumed that the state or state consortia would incur the 
initial development cost of creating the new interim assessments that would line up with the high 
quality summative assessment but would use an existing system to deliver the interim 
assessments at the same price as is available today. It was also assumed that teachers would score 
the constructed response questions as a normal part of the curriculum.  

In Case F(2) different options for implementing and administering an interim assessment system 
were examined. 

Additionally, it is quite possible that a state could pay less than commercial prices today for an 
interim system, particularly if the system is procured by a consortium of states or the same 
system is used to deliver both the summative and interim assessments. ASG made assumptions 
on future system prices based on discussions with current interim assessment system providers5. 

Finally, it should be noted that having a comprehensive, balanced assessment system with 
classroom based assessment components occurring during the year takes on some of the 
information purposes that are otherwise carried by interim assessments and thus has the potential 
to provide some economy in the system. 

Exhibit 4 provides an overview of the various model cases, number of states testing, and online testing 
methods, as well as online pricing and vendor profit margin assumptions. 

The data generated in the various cases are important in understanding the costs of converting to a new 
assessment system and how to mitigate the additional costs of implementing a high quality assessment 
system. The use of online technology, teacher scoring of performance items and participation in a 
consortium of states to procure and administer the assessment are important elements in maintaining 
affordable assessments in the future. 

 
4 Pricing estimates based on interviews with Vantage Learning, Internet Testing Services, Measurement Inc., and 
ASG research on other systems. 

5Pearson, NWEA, and CTB/McGraw Hill 
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Advantages of Using this Methodology 

The methodology outlined above and used in this study for calculating the baseline costs of a typical 
current assessment and the incremental costs of moving to a new, higher quality assessment system has 
several advantages. First, using the same model to calculate both the current and high quality assessment 
system costs provides an “apples to apples” comparison of the incremental cost of moving to a new 
assessment system. While the baseline assessment may not be structured exactly the same as that used in 
a particular state, it provides a good approximation of a typical state’s assessment cost. Since the same 
model and assumptions are used to make the calculations for both the current and future assessment 
systems, the incremental cost of moving to a new assessment system has a high degree of validity. Next, 
the methodology avoids the problem of using a particular state’s assessment cost as a baseline as any 
given state’s assessment costs may not be representative of typical costs due to the particulars of that 
state’s assessment program and/or the operational methodology in which the assessment is delivered. The 
methodology also eliminates differences in vendor pricing and operational assessment delivery practices 
as potential sources of bias and error.  Finally, the methodology provides for further apples to apples cost 
comparisons when new, lower cost approaches to developing and administering assessments are 
developed and analyzed. 
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Model Cases 

Note: High Quality Assessment (HQA) cases are independent of each 
other    

Pricing and Profit 
Variables 

1. 
Current 

State 

2.     
New 
HQA 

3A. High Quality 
Assessment with 
State Consortia 

Cases 

3B. High Quality 
Assessment with Online 

Assessment Cases  

3C. Teacher Scoring 
of PEs and PTs w/ 

and w/out 
stipend*** 

3D. HQA with 
Distributed Scoriing 

of CR Items 

3E. HQA w/ 
Online 

Scoring of 
CR Items+ 

3F. 
Develop 

New 
Interim 

Assessment 

3F(2). 
Develop 

New 
Interim 

Assessment 
Admin 
Options 

Number of States 1 1 10 20 30 1 10 20 30 10 20 30 10 20 30   30   any 10-20-30 

Vendor Gross 
Profit %* 35% 35% 30% 28% 25% 35% 30% 28% 25% 30% 28% 25% 30% 28% 25%   25%   n/a n/a 

Online Per Student 
Price** - - - - - $4.00 $3.50 $2.50 $1.50 $3.50 $2.50  $1.50 $3.50 $2.50 $1.50   $0.50    n/a var 

One-time Online 
Fixed Cost ($000) - - - - - $250 $300 $325 $350 $300 $325 $350 $300 $325 $350   $1,900   n/a $0  

 

* for development and admin functions in cases with online components 

** Prime contractor overhead of 3%-4% is added on top of this number 

*** Vendor system charge on teacher scoring cases is roughly 25% of total teacher stipend (whether paid or not) 

+ 15% human read behind rate assumed. $.50 is the per score price. 
Constructed Response (CR) items do not include performance events (PEs) and performance tasks (PTs). PEs and PTs already assumed to be 
scored using distributed scoring. 
Note: cases 3B, 3C and 3D assume online system used to deliver the assessment and score all MC items, hence pricing for the online system 
component does not change 
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IV. Results of the Cost Analyses 

As described in the previous section, several different assessment designs were analyzed in the ASG cost 
model. For each of those models, the ASG cost estimation system was used to derive representative costs. 
This will permit assessment designers to determine how much high quality assessment systems might cost 
an individual state (working alone) and how these costs might be reduced through consortia of states 
working together, as well as by using a variety of cost savings strategies.  

Summaries of the costs for each of these options are provided below.  

1.  Representative comprehensive assessment program for a moderately large state  

The costs for the current assessment program for a “typical” state were estimated for four fiscal years – a 
base year (labeled Year 0) which is necessary to prepare and field test the needed assessment materials for 
use – and three additional years of operational testing, labeled Years 1, 2 and 3. For each year, the 
anticipated costs of operating the typical assessment program in a single state were calculated. Costs were 
calculated for the following:  total cost; cost per student; cost by function; and, cost by content area and 
grade. Each of these is described for this assessment model. The presumption was made that only a 
limited number of constructed response items and no performance assessments (events or tasks) are used 
in this program, since many states have had to cut back or eliminate constructed response items due to 
budget cuts. 

Table 1 summarizes the total yearly cost for this traditional comprehensive assessment program. These 
(and other) costs are based on the specifications shown in the previous section.  

Table 1. Total Assessment Cost by Year 

Year Year 0 Year 1 Year 2 Year 3 Total Cost 

Cost $3,936,258 $16,533,386 $15,566,449 $16,189,107 $52,325,199 

 

Year 0 shown in Table 1 includes development costs for the assessment program. Note that the costs for 
Year 1, which are higher than those for Years 2 and 3, include development, but not printing, of a breach 
form in addition to the operational forms.  As can be seen, the cost of operating even a conventional 
comprehensive assessment program, one with limited use of constructed response items and no 
performance assessment, is substantial. However, since 2002, states have received support from federal 
funding associated with NCLB in order to afford these costs, with state funds being used to pay for the 
remaining costs.  

Another way to examine these costs is on a per-pupil basis. The per-pupil cost is also considerable, as is 
shown in Table 2. 
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Table 2. Per-Pupil Cost of Assessment, Per Year 

Year Year 0 Year 1 Year 2 Year 3 Average 
Cost 

Cost $4.50 $19.01 $17.79 $18.50 $19.93 

Note that average cost includes Year 0 expenditures and averages all costs over 3 years. 

Table 2 indicates that there are development costs required for a high stakes assessment program even 
before it is administered. This is typically the case. The program is not too costly per pupil because only a 
limited number of expensive types of items (constructed response) and no performance assessments are 
used.  

By examining the costs for this assessment model by function, it is possible to see which aspects of the 
assessment program are most and least costly. The former might provide areas to examine for cost 
savings. Figure 1 shows the costs for each portion of the assessment program.  

Figure 1. Cost by Function  

Total Cost by Function
Total Cost = $52,325,199

Content Development Printing & Distribution Receiving  & Scanning

CR Scoring Reporting Program Management

QA, Psychometrics, Tech Support
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As can be seen, the most expensive portions of this assessment program are content development and 
constructed response scoring. Other expensive portions of this program include printing, distribution, and 
scanning.  

A final way of looking at cost is by content area and grade, as is indicated in Table 3. This type of costing 
shows the different costs associated with the English language arts (reading and writing) assessments, as 
well as the mathematics assessments, at each grade level. Grade level costs will vary because, for 
example at third grade, a scannable test booklet is used, while an answer folder (scannable answer sheets) 
is used at the other grades.  

Table 3. Cost by Content Area and Grade 

Grade Mathematics Reading Writing Total 

3 $1.37 $1.43 - $5.80 

4 1.10 1.19 $1.10 7.40 

5 1.16 1.23 - 7.39 

6 1.12 1.24 - 8.36 

7 1.10 1.14 1.11 10.36 

8 1.07 1.21 - 10.28 

10 1.09 1.12 1.13 13.35 

Total $8.02 $8.57 $3.35 $19.93 

 

As can be seen, while there are some differences between grade level and subject area costs, these are not 
substantial, due in part to the minimal use of written response items in the conventional assessment 
program at each grade and subject area.  

The model generated costs for a typical current assessment for a moderately large state were mostly as 
expected, as summarized below: 

 
• Costs and costs by function are in line and typical with what would be expected in a large scale 

assessment.  
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• Costs for production, manufacturing and warehousing are a bit lower than normal due to an 
efficient test design and the exclusion of science from the subject areas being tested. Adding a 
science assessment would yield costs for these functions in the $8.00 per student range, which is 
what would be expected in a typical large scale assessment.  

• Development costs are about one-quarter of total costs and consistent with a typical assessment.  
• CR scoring is a bit high but in the reasonable range at a bit less than one-third of total costs, 

which is the result of using all ECR items in the three exams. 
• The writing assessment includes 10 MC questions vs. 25 for reading and mathematics. The lower 

development cost of the writing exam is offset by the higher scoring costs associated with the 
writing constructed response items. 

• As noted earlier, the vendor margin is probably a bit higher than that experienced in the industry 
today but reflects ASG’s views on the direction of future pricing. 

2.  An innovative, high-quality assessment program for the same moderately large state  

The costs of a new high-quality assessment (HQA) program for the same “typical” state, with the same 
numbers of students assessed, were also estimated for the same four fiscal years – a base year (labeled 
Year 0) which is necessary to prepare the needed assessment materials for use – and three additional years 
of operational testing, labeled Years 1, 2 and 3. For each year, the anticipated cost of operating the high 
quality assessment program in the single state was calculated. Costs were also calculated for the 
following:  total cost; cost per student; cost by function; and, cost by content area and grade. Each of 
these is described for this assessment model. 

The high-quality model assessment program differed from the conventional one shown above mainly in 
terms of the number and type of constructed response items, as well as performance events and 
performance tasks. Also, with the addition of more CR and performance items, fewer MC items were 
used. Such a program involves considerably more scoring of student responses than in a traditional 
program, and it is anticipated that such a program will be substantially more expensive than the 
conventional program. Note that, in this case, it was assumed that all scoring activities were performed by 
the vendor.  In new systems, it is possible that teachers within a state are part of a moderated scoring 
system, in part to support professional learning. We examine this possibility in later scenarios.  

Table 4 summarizes the total yearly cost for the representative comprehensive assessment program. These 
(and other) costs are based on the specifications shown in the previous section.  

Table 4. Total Assessment Cost by Year 

Year Year 0 Year 1 Year 2 Year 3 Total Cost 

Cost $7,813,641 $45,562,943 $45,473,513 $47,292,454 $146,142,551 
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As can be seen, the cost of operating the high-quality comprehensive assessment program, one with 
substantial use of constructed response items and performance assessment, is substantially larger than the 
conventional program - $146 million over three-plus years versus approximately $52 million (see Table 
1).  

This is also reflected in the per-pupil cost, which is shown in Table 5. 

Table 5. Per-Pupil Cost of Assessment, Per Year 

Year Year 0 Year 1 Year 2 Year 3 Average Cost 

Cost $8.93 $52.07 $51.97 $54.05 $55.67 

 

Table 5 indicates that the high-quality assessment program is more costly per pupil because the larger 
number of expensive types of items (constructed response and performance assessments) used in it. This 
is something that assessment program designers will need to consider as innovative approaches to 
assessment are considered in response to the common core development movement among the states.   

Also, something interesting to note is that when the assessment design was changed to the HQA, roughly 
12% was saved on development, printing and warehousing costs because the reduced number of MC 
items results in less development, less field testing and a smaller test book.  

Another way of looking at the cost for this assessment model is cost by function. Figure 2 shows the costs 
for each portion of the assessment program. This allows the reader to see which functions are the most 
expensive in the high-quality assessment program. This serves to provide targets for cost saving 
measures, as explored in the set of cost-saving options that follow.  
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Figure 2. Cost by Function and Year 

Total Cost by Function 
Total Cost = $146,142,551

Content Development Printing & Distribution Receiving  & Scanning
SCR & ECR Scoring PE Scoring PT Scoring
CR Admin/Other Reporting Program Management
QA, Psychometrics, Tech Support

 

 

As can be seen, the single most expensive portion of this assessment program is scoring – of the short- 
and extended-constructed response items, the performance events, performance tasks, and administrative 
costs associated with scoring. The total of nearly $110 million for such scoring is more than three-
quarters of the total cost of this innovative assessment program. This scoring cost is about $95 million 
more than in the traditional assessment program (shown in Figure 1 above).  The other costly portion of 
this high-quality assessment program is content development, representing around five percent of the total 
cost, although content development is about $1 million less for the high-quality assessment model than 
the conventional one. As mentioned above, this occurs because by moving from 50 MC items to 25 MC 
items, the number of items to be developed and field tested is much less. The cost of procuring (not 
testing) a CR item - although about double a MC item (~$600 vs. ~$300) - does not offset the fewer MC 
items required to be developed. (Note, it costs $2,500 and $5,000 respectively to develop but not field test 
the PEs and PTs.) 

A final way of looking at cost is by content area and grade, as is indicated in Table 6. This view of the 
assessment system shows the different costs associated with the English language arts (reading and 
writing) assessments, as well as the mathematics assessments, at each grade level.  
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Table 6. Cost by Content Area and Grade 

Grade Mathematics Reading Writing Total 

3 $1.93 $3.04 - $4.97 

4 2.98 2.99 2.46 8.43 

5 3.97 3.24 - 7.21 

6 3.93 3.25 - 7.18 

7 3.96 3.18 3.22 10.36 

8 3.93 3.24 - 7.17 

10 3.93 3.17 3.26 10.36 

Total 24.64 22.10 8.94 55.67 

 

As mentioned above, grade level costs vary because at third grade, a scannable test booklet is used, while 
an answer folder is used at the other grades. In addition, there is a differential use of the innovative 
assessment types across the content areas. This will be reflected in the greater differences in costs 
between the content areas, as seen in Table 6 versus Table 3. 

In conclusion, for the high quality assessment for the same state, some interesting things happen when 
comparing it to the typical assessment, as summarized below: 

  
• Development costs actually decrease as the fewer MC items offset the additional cost of 

developing additional CR and PE/PT items.  
• With fewer MC items, it was possible to eliminate a field test form and decrease the number of 

pages in the test book by 25% to 33%.  
• Costs for production, manufacturing and warehousing costs are 12% lower than in Case 1. These 

savings are more than offset by the increase in CR scoring and addition of the scoring for the PEs 
and PTs.  

• Scoring of CR and PE/PT items increases substantially and results in a much higher total and per 
pupil cost than Case 1, as expected. 

3. Cost Reduction Strategies 

As noted in the previous section, several potential cost-saving strategies were selected to determine if they 
could reduce the costs of the high-quality assessment model, perhaps so much so that it could be more 
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affordable to states. Each cost reduction strategy was examined separately, so its impact on total costs 
could be separately ascertained. However, it is anticipated that two or more of these strategies might be 
employed by states so as to minimize the costs of innovations in assessment design used by them.  

3A. Participating in a state assessment consortium of 10, 20 or 30 states to share development and 
overhead costs 

There are a number of costs associated with state assessment programs that are fixed or which do not vary 
greatly depending on the number of students assessed. The goal of a consortium is to avoid redundant 
activities so that these fixed costs can be shared among a larger number of states, thereby making the 
assessment more efficient. The total cost to any state would be less since these costs would be spread over 
a larger base – whether this is calculated in terms of number of states or number of students.  

Partially offsetting the cost savings will be the expectation that some costs increase because certain 
activities for a group of states working together end up being more expensive than the same activities 
carried just in one state. For example, project management meetings called by a group of states in a 
consortium will involve greater travel costs, and may also involve increases in management costs (for 
administering the multi-state project). Hence, it is important to examine how costs would be affected by 
different sizes of consortia.  

For sake of convenience, consortia that involve 10, 20, or 30 states working together were selected. The 
total number of students used for costing represented 20%, 40%, or 60% of the total number of students 
enrolled in public schools as reported by the U.S. Department of Education National Center for Education 
Statistics in 2009.  

Data are reported in a similar manner as above for consortia of 10, 20 and 30 states with the costs for a 
single state shown again for convenience. 

Table 7. Total Assessment Cost by Year and Consortium Size 

No. 
States 

Year 0 Year 1 Year 2 Year 3 Total Cost Average Per 
State 

1 $7,813,641 $45,562,943 $45,473,513 $47,292,454 $146,142,551 $146,142,551

10 $7,255,524 $220,534,504 227,580,504 236,683,724 692,054,256 $69,205,426 

20 10,865,234 422,821,426 438,008,219 455,528,548 1,327,223,427 66,361,171 

30 14,109,627 605,517,274 628,080,944 653,204,182 1,900,912,027 63,363,734 
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A couple of things can be noted from this table. First, the per-state cost charge goes down as more states 
join the consortium. This is to be expected as fixed costs are spread over more entities. Second, the per-
state cost of all three consortia, is substantially lower than the cost of a state operating a comparable 
program by itself. For example, Table 4 showed that a single state would pay $146 million for a high-
quality assessment program, while states working together can save substantially – between $75 million 
to more than $80 million per state over the three-plus years of operation. The costs for the innovative 
program when states work together come much closer to the cost of the conventional program - $52 
million (see Table 1) versus $63-66 million (Table 7). Therefore, states working together in a consortium 
could save substantial money over working alone and could implement a much more innovative 
assessment program for not much more money.  

The per-pupil costs for each size of consortium are shown in Table 8. This is a more direct method to 
compare costs, since it is the per pupil cost that would give an individual state a better idea of what such 
an innovative program would cost to operate.   

Table 8. Per-Pupil Cost of Assessment, Per Year, by Consortium Size 

Size Year 0 Year 1 Year 2 Year 3 Average 
Per Pupil 

1 State $8.93 $52.07 $51.97 $54.05 $55.67 

10 States 1.33 40.54 41.83 43.51 42.41 

20 States 1.00 38.86 40.26 41.87 40.66 

30 States 0.86 37.10 38.49 40.03 38.83 

 

As can be seen, the net effect of a larger group of states working together is a savings of about $3.50 per 
student for working in a consortium of 30 states versus 10 states, and substantially greater savings (in the 
range of $10-$15 per student) than for a state to tackle this work on its own (see Table 6 for comparison 
purposes).  

Costs for the three consortium sizes by function are shown in Figure 3 so that comparisons can be made 
on the amount of possible savings that can result by working with groups of states.  
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Figure 3. Total Cost by Function and Consortium Size 

Total Cost by Function  ‐ 10 State Consortia
Total Cost = $692,054,256 

Content Development Printing & Distribution Receiving  & Scanning
SCR & ECR Scoring PE Scoring PT Scoring
CR Admin/Other Reporting Program Management
QA, Psychometrics, Tech Support

 

Total Cost by Function  ‐ 20 State Consortia 
Total Cost = $1,327,223,427

Content Development Printing & Distribution Receiving  & Scanning
SCR & ECR Scoring PE Scoring PT Scoring
CR Admin/Other Reporting Program Management
QA, Psychometrics, Tech Support
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Total Cost by Function  ‐ 30 State Consortia
Total Cost = $1,900,912,027

Content Development Printing & Distribution Receiving  & Scanning
SCR & ECR Scoring PE Scoring PT Scoring
CR Admin/Other Reporting Program Management
QA, Psychometrics, Tech Support

 

The pie charts show which functions are fixed or relatively fixed and those that are variable based on the 
number of students assessed. For example, the content development costs are almost flat (actually, go 
down slightly as the size of the consortium increases). Scoring costs, on the other hand, are directly 
proportional to the number of students assessed, so states working together in a consortium will have 
minimal impact on the costs of this function. This is largely due to price as the assumption was made that 
a consortia of 10 states will get a 5% discount, 20 states get a 7% discount and 30 states get a 9% discount 
from the base case for scoring costs. There are some additional costs that, if shared, would result in 
savings to states, for example, QA, psychometrics, and tech support.  

Table 9 shows the cost per student for each content area for the single state and different consortia sizes. 
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Table 9. Cost by Content Area, Grade, and Consortium Size 

Consortium 
Size 

Mathematics Reading Writing Total 

1 State 24.64 22.10 8.94 55.67 

10 States 18.93 16.58 6.91 42.41 

20 States 18.15 15.88 6.63 40.66 

30 States 17.34 15.16 6.34 38.83 

 

In conclusion, for the high quality assessment developed and procured by state consortia, a few 
interesting things were noted, as summarized below: 

  
• While the student count has increased by a factor of roughly 6.2 times, expense items increased 

by less than this amount, including those expenses that vary with the number of students. This is 
mostly due to improved efficiencies in printing, distribution and scoring (highly variable cost 
functions).  

• Significant efficiencies were seen in the scoring of CR and PE/PT items. This is because of three 
factors:  a) margin is lower by 5%+ as a consortium of states is able to negotiate better vendor 
pricing than a single state, b) the same number of students are needed to be field tested as 
consortia size increases in order to get valid results on these items, and c) the training component 
of the scoring is essentially a fixed cost.   

• The QA, IT and psychometrics functions expenses did not increase much with the increase in the 
number of students.  

• In total, per pupil costs decline from $55.67 to $42.41 in the 10 state consortia, a reduction of 
roughly 24%. The reduction is 36% for the 30 state consortia. 

• Two operational forms and a breach form (that is not printed) of the exam were developed. Our 
assumption is that states will be comfortable using the same assessment form and will work 
through the security issues involved in such a situation rather than developing separate forms for 
their individual use. Developing and using more than 2 operational forms would increase 
development and production costs significantly. 
 

Overall, it is clear that states working together in developing and implementing a common, high quality 
assessment program can do so at substantial cost savings to each participating state. That said, however, 
states working together will not be able to save enough from this action alone to bring the costs of 
innovative assessments in line with current expenditures on assessment. 
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Note that in actual operation, states might choose to share fixed costs on a per-state basis (e.g., a 
consortium of 10 states would divide the fixed costs by 10) while the variable costs might be shared on a 
per-student basis. This could result in slightly different “per state” costs than are shown here. 

3B.  Moving to online delivery of the assessment to reduce production and shipment costs  

The next cost option explored was the online delivery of the assessment by computer. The assumption 
was made that all students in each state participating in a consortium would be assessed in this manner, 
with the only exception being a few students with disabilities for whom a paper-based assessment would 
be an appropriate accommodation.  

For costing purposes, the same high-quality assessment program was used, and the assumption was made 
that the scoring would be carried out by the vendor using their trained human scorers. Table 10 shows the 
costs associated with this assessment delivery method. 

Table 10. Assessment Cost by Delivery Method and Consortium Size 

Consortium Size Total Assessment Cost Online Per-Pupil Cost Paper Per-Pupil Cost 
(3A) 

10 States $663,287,152 $40.64 $42.41 

20 States 1,240,224,116 38.00 40.66 

30 States 1,730,018,897 35.34 38.83 

 

As can be seen, the cost of assessing students online is less than paper-based testing, as shown in the 
comparison of costs between this table and Tables 7 and 8. The net per-pupil savings is about $2.25 to 
$3.50 per student.  

In conclusion, for consortia with online administration, some savings were seen from the move to online 
assessment, as summarized below: 

 
• The savings are a bit less than expected as moving to the HQA eliminated 12% of per student 

pencil and paper costs and therefore less potential savings when moving to online test 
administration. 

 
• Online system costs (including a prime contractor management fee) of $3.72 per student in 

the 10 state consortia, $2.63 in the 20 state consortia, and $1.58 in the 30 state consortia were 
assumed.  
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• The savings for moving to online assessment are still significant as a percentage of total non 
CR and PE/PT scoring costs. 

Therefore, moving to online assessment within the context of an assessment consortium of any size will 
save states some money, but the savings are not substantial (where an assessment includes vendor scoring 
of performance items) – certainly, not larger than the cost savings of simply working together.  

3C.  Using teachers to score performance event (PEs) and performance task (PTs) items 

Another option is for local educators to score the performance events, and performance tasks. This 
approach has been used successfully in some testing programs and by a variety of countries. The first 
table, Table 11, shows the costs when teachers are doing this as a professional development activity.  A 
number of studies have noted the strong learning benefits of teachers’ involvement in scoring, and thus 
one could argue that this activity could be undertaken as part of state professional development budgets.  
In this case, the costs for teachers’ time in carrying out the scoring tasks are not associated with the 
assessment contract and not included in the cost of using an assessment vendor. Table 12 shows (just for a 
consortium of 10 states) what the assessment would cost if teachers were paid a $125 stipend per day for 
scoring the performance events and performance tasks.  These costs were provided to look at the case 
where payments to teachers would be necessary for them to participate in scoring the assessments items 
requiring human scoring.  

Table 11. Assessment Costs When Teacher Scoring as PD Activity is Used 

Consortium Size Total Assessment Cost Teacher PD Scoring 
Per Pupil Cost 

10 States $305,198,877 $18.70 

20 States 520,475,313 15.95 

30 States 713,554,967 14.57 

 

This table shows that the cost of the assessment program would be substantially lower if states’ teachers 
are used for scoring and if the cost of this scoring were associated with the professional development 
budget, not that of the assessment program. These costs decline somewhat in consortia that involve more 
states.  
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Table 12. Assessment Costs When Teachers are Paid $125 Stipend Per Day 

Consortium 
Size 

 Total Assessment Cost Including 
Teacher Stipend 

 Per Pupil – Teacher Stipend 
Cost 

10 States 

30 States 

 

 

$508,635,610 

$1,258,768,591 

 

 

$31.17 

$25.71 

 

This table shows that the costs of the assessment programs for consortia of 10 and 30 states are higher 
than the previous scenario, but much less than the costs for vendor scoring of the performance items 
(Table 8) if teachers are paid a stipend of $125 per day to score the performance events and performance 
tasks.  

In conclusion, for the approach of using teachers to score PE and PT items, significant cost savings were 
found, as summarized below: 

 
• Using teachers to score PE/PT items as part of their compensation (professional development) 

makes a huge difference, since the cost of scoring these items is “free”, which reduced costs to 
$18.70 per student in the 10 state consortia and $14.57 in the 30 state consortia.  

• Paying teachers a $125/day stipend still saves significant costs and results in an assessment cost 
of $31.17 per student at the 10 state consortia size and $25.71 at the 30 state consortia size.  

• Key assumptions made in the teacher scoring case were 1) the scoring would be distributed so 
there are no facilities, management overhead costs and 2) the vendor would accept a lower OH 
and profit margin on this work (10% OH and 15% margin) based on the $125 teacher stipend 
amount. 

 
These analyses show that if the states are able to have teachers score the assessment items that require it 
without having to pay them a stipend because the costs are considered to be a professional development 
cost, they can save considerable amount of money (while giving their teachers the positive experience of 
learning to score the assessments and thus improving their understanding of student learning). With very 
large consortia, the $25.71 per student cost of the assessment (assuming a teacher stipend of $125/day) is 
at the mid to high end of the range of today’s high stakes assessments. 

3D.  Using distributed scoring for constructed response items  

The next potential cost saving strategy is to use distributed scoring for scoring the constructed response 
items. This arrangement is used to minimize costs since scorers are working from home and the 
assessment contractor does not need to provide a bricks-and-mortar facility with its own computer 
equipment to score these items. Scorers provide their own equipment and connect to the contractor and 
score the items digitally online. This scoring is carried out in a secure manner. 
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Table 13 shows the impact of distributed scoring used in consortia involving 10, 20 or 30 states. It 
assumes that half of the student responses are contractor scored in one of its facilities, and the other half 
are scored through distributed scoring off site.  

Table 13. Assessment Cost Using 50-50 Distributed Scoring by Consortium Size 

Consortium Size Total 50-50 Assessment 
Cost 

50-50 Assessment Cost 
(per pupil) 

All On-Site 
Contractor Cost 
(per pupil) (3A) 

10 States $679,802,413 $41.65 $42.41 

20 States 1,303,450,391 39.93 40.66 

30 States 1,866,192,174 38.12 38.83 

 

As can be seen, there are slight cost savings for using distributed scoring when compared to scoring by 
contractor staff fully on-site at the contractor site(s), as seen in the final column (taken from Table 10).  

In conclusion, the approach of using distributed scoring at a 50/50 on-site vs. distributed mix had less 
impact on assessment cost than expected due to the relatively low percentage of scores and costs 
represented by the CRs once the PE/PT scoring costs were included. The cost data for this option are 
summarized below: 

 
• Generally, distributed scoring is expected to be about 25%-30% less expensive than on-site 

scoring for those items that are scored using the distributed model.  
• Since a 50/50 mix was used, an 11% reduction in the total CR scoring costs was seen. 

Thus, given the small magnitude of this cost option, it may not be worth pursuing further in a high quality 
assessment design with performance items. However, if a new assessment were to include more 
constructed response items (than currently used) and no performance items, distributed scoring can make 
sense.  

3E.  Automated scoring for some constructed response items  

The final cost-saving option for the large-scale summative assessments is to use computerized artificial 
intelligence software to score student responses to constructed response items (excluding PE/PT items). 
Such software has been studied extensively in recent years and has been found to produce relatively 
comparable results to hand scoring by humans. It is more effective with some sorts of student written 
work (such as extended constructed response items or essays) than others. Thus, a mixture of hand 
scoring and computer scoring was costed. (Note – to make such assessment scoring truly efficient, the 
essays to be scored should be entered into the computer via online assessment.) 



Do not cite or quote without permission 

 

 

40 

 

Table 14 shows the financial impact of using computer-based scoring with a consortium of 30 states. 

Table 14. Assessment Cost Using a Mixture of Computer and  

Human Scoring of Written Response Items 

Consortium Size Total Assessment Cost Per-Pupil Cost 

30 States $1,855,328,550 $37.90 

 

As can be seen above, there is some cost savings from using computer artificial intelligence software to 
score a portion of the written-response assessments.  

For the use of AI scoring of CR items, the data are summarized below: 
 
• An “engine tuning” cost of $6,000 per item was assumed to load the responses into and train the 

scoring engine.  
• Even at $0.50 per response for scoring, which is the bottom end of the price range, significant 

cost savings were not obtained vs. using human scorers. A different AI vendor (who did not 
supply a quote) noted that ‘it is a myth that current costs for online scoring of constructed 
response questions is less expensive than human scoring.’ 

• It is worth noting that online scoring is significantly faster than human scoring. Whereas human 
scoring of a typical state assessment takes several weeks, online scoring can be accomplished in a 
day or two, once the system has been set up. 

• Costs for AI scoring need to decrease further to make this option practical. However, this is a 
very valuable future potential savings source and “we” need to stay on top of it. 

The minimal cost savings found for use of artificial intelligence software to score some of the students’ 
written work is surprising.  At the time of the issuance of this draft version of the paper, ASG is 
continuing its research in this area to determine if solutions from other vendors and organizations, that 
have taken different approaches to AI scoring, can be implemented in the high stakes testing arena. In any 
event, as systems mature and prices come down (particularly the costs of “training” the system) these 
systems will undoubtedly warrant further investigation.  

3F.  Development of a customized interim benchmark assessment system with similar item types and 
structure as the high quality system  

One additional scenario was examined – that of developing a customized set of assessment tasks to be 
used by local school districts as interim benchmark assessments. The costs shown in Table 15 include 
only the cost of developing the assessments, not the costs of administering, scoring and reporting them. 
These functions are not necessary if scoring is locally managed and results are used for classroom 
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information and local instructional development purposes. The consortia are shown for consortia of 
different sizes. 

Table 15. Interim Benchmark Assessment Development Costs 

Consortium Size Total Assessment Cost Per-Pupil Cost 

10 States $4,623,736 $0.85 

20 States $4,974,680 0.46 

30 States $5,329,608 0.33 

 

This table shows that the cost for a consortium of states to develop and interim benchmark 
assessment bank of tasks is very inexpensive. Of course, to these costs, the states would need to 
add any assessment administration, scoring, and reporting costs if the state(s) chose to carry out 
these activities for local school districts (and absorb the costs).  

 
In conclusion, the development of a customized interim benchmark assessment set of tasks would be 
inexpensive for a group of states to carry out.   

3 F(2) Interim Assessment Administration Options 

The second portion of the interim system analysis conducted by ASG was to determine the cost to provide 
an interim benchmark system for use among the states participating in a consortium. When states form 
consortia to develop and implement large-scale assessments at the state level, they may also wish to 
consider how they could provide interim benchmark assessments to their local school districts. For cost 
purposes, consortia of 10, 20 and 30 states were used. Four options for interim benchmark assessments at 
the state level were examined. These are: 

A.  The full consortium buys/leases a complete system (items and online delivery system) from a 
vendor and this system is provided to local districts to use as they see fit.  

B. The consortium purchases/leases an online assessment system from a vendor, but the consortium 
loads its own assessment (which it has developed) into the system and provides the system for 
local district use.  

C. The consortium develops its own assessments and administers these and the state assessments 
using the same online system that they have either created or leased.  

D. The consortium develops its own assessments and provides these to the local school districts to 
use as they see fit – to load into any online system that they have and/or to use as paper-based 
assessments.  



Do not cite or quote without permission 

 

 

42 

 

In order to assist states working in consortium to understand the costs of these options, cost estimates 
were prepared to show what options A-C would cost per student and per state. Each is shown below. 

A. Consortium Buys/Leases System and Provides to School Districts 

Table 16 shows the costs for selecting an existing system to deliver interim benchmark assessments, 
including the use of the vendor’s assessment items.  

Table 16. Consortium-Provided Interim Benchmark System Cost 

 Total Cost Average Per State 

10 States $130,559,184 $4,351,973 

20 States $220,478,572 $3,807,976 

30 States $293,758,164 $3,263,980 

 

This table shows that a state-provided interim benchmark assessment system is not inexpensive. 
However, offsetting the cost is the speed with which an existing system can be installed and used.  

B. Consortium Buys/Leases Online System, But Builds Own Assessments 

The next scenario shows the costs for an interim benchmark system in which the consortium of states 
leases the online assessment system, but the assessments are provided by the consortium itself, not the 
vendor. Table 17 shows the costs for this system. 

Table 17. Consortium-Leased Online System with Consortium-Developed Items 

 Total Cost Average Per State 

10 States $97,919,388 $3,263,980 

20 States $163,198,980 $2,719,983 

30 States $195,838,776 $2,175,986 

 

This table shows that if states created their own assessments, there would be a modest cost savings to the 
states. Whether the savings are large enough for states to elect this option would be a matter for the 
consortium to determine.  
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C. Consortium Builds its Own Assessments and Uses the State Assessment System to Deliver the 
Assessments 

This option is for the states to create the interim benchmark assessments on their own, and then to use the 
same online assessment engine used for the state assessment program to deliver the interim assessments 
periodically. These costs are shown in Table 18. 

 

Table 18. Consortium Developed Assessment Delivered by Online State Assessment System 

 Total Cost Average Per State 

10 States $32,639,796 $1,087,993 

20 States $48,959,694 $815,995 

30 States $48,959,694 $543,997 

 

As can be seen, the added cost to administer the interim assessments using the same system as used for 
the state assessment program is not as great as using a separate system. This is one way that a consortium 
of states could save money. 

D. Consortium Builds Own Assessments and Local Districts Use As They Desire 

The fourth and final option is for a consortium to build their own assessments and turn these over to local 
districts to use whenever and however they desire. This would mean some districts might choose to use 
them electronically, some might use them in paper-based systems, and others choose not to use them at 
all. This is the least expensive of the four options, since no test administration, scoring, and reporting 
services are provided. However, it is also the most flexible option, since local districts are not obliged to 
use the interim benchmark assessments at a particular time or manner.  

Due to the wide variety of options (state providing camera ready proofs, state providing digitized data, 
state providing hard copy assessments, etc.) we did not price a scenario for this option 

3 A-E.  Use of All Cost-Saving Measures Together 

In the end, the use of all of the assessment cost options that could affect the overall state assessment costs 
for a consortium was also computed. This information is shown in Table 19 for the summative 
assessment. 
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Table 19. Assessment Cost Using All Cost Savings Measures 

Size Year 0 Year 1 Year 2 Year 3 Total Per-Pupil 

30 
States 

$6,266,215 $160,576,640 $161,427,363 $163,969,135 $492,239,352 $10.05 

 

Table 19 shows that if a consortia of states were to adopt all of the cost reductions strategies described 
above, the per pupil cost of the summative assessment would be $10.05 vs. $19.93 for a single state’s 
current summative assessment system. Adding the costs of an interim assessment system to this total 
would still allow a consortium of states to offer a rich, performance based system of assessment for less 
than most states are spending today for tests that offer much less utility for supporting intellectually 
challenging learning and information for instruction.  
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V.  Summary, Conclusions, Discussion, and Recommendations 

Overall Summary 

In this study, a series of analyses were conducted to model the costs of various assessment designs and 
approaches for implementation.  The following chart shows the cost per student for seven of the different 
models that were analyzed. 
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The next chart shows the cost savings for six of the possible options that were analyzed. 
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The following charts show costs by content area for the different assessment 
models.
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Conclusions and Discussion 

Based on the findings from the analyses presented in Section IV, the following conclusions can be made 
from this study. 

Need for Innovative Assessment Approaches 

• State assessments need to be improved so that they do a better job of measuring the critical skills 
students will need in the 21st century,  are integrated into the curriculum, help students learn, and 
provide teachers opportunities to develop new instructional strategies. An interim assessment 
system is an important part of any balanced assessment system and should include the same item 
types as the summative system. 

• There are many worthwhile ideas about how new, high-quality, innovative assessment systems 
might be designed and constructed. This study looked at one such model, as well as possible 
variations on approaches that could be used by states, and analyzed ways to make that model as 
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cost efficient as possible. As states decide to work together to design and implement new, high 
quality assessments, these states would be wise to examine the costs for their consortium design, 
so as to make certain that they have designed the most efficient and cost effective program 
possible.  

 
Costs for Implementation 

• It was found that the development cost of a new high-quality assessment is relatively inexpensive 
relative to the total cost of the assessment. However, a key factor in the sustainability of new 
improved assessments and whether or not states can adopt and use them will be the ongoing 
administration costs that need to be managed.   

• Of the cost reduction strategies that were examined, teacher scoring (with and without stipend) 
and formation of consortia were the two most important means of controlling overall assessment 
cost. While there are issues to be tackled regarding the implementation of teacher scoring 
(including determining the opportunity cost of forgone teacher time) and the formation of state 
consortia, both strategies should be a part of the plans for any future assessment system.  

• Current systems exist for interim assessments and the costs of these systems can likely be reduced 
substantially if procured by a consortia of states with new content already developed (assuming 
teachers score the performance items). Combining the purchase of an interim assessment system 
with a summative system provides the largest interim assessment cost savings opportunity. 

 
State Consortia 

• In order to reduce costs across states, it will be important to have states participate in assessment 
consortia to share the overhead associated with development and management of assessments.  
Larger consortia are more cost effective, although the majority of cost savings relative to a single 
state case can be seen at the 10 state consortia size. 

• Implementing a high-quality assessment system with performance items is affordable, with 
teacher scoring of performance items, at a price comparable to today’s assessments when 
procured by a consortium of states. 

 
Scoring 

• In order to implement and afford a high-quality assessment system that includes a variety of 
performance items, it will be essential to have teachers involved in the scoring process. 
Financially, and logistically, the scoring model currently used in most states (vendor does all 
scoring) could be a challenge for states and/or state consortia in the future.  The total amount of 
money for outside scoring and the sheer number of scorers that would be required to mark all the 
answers could be difficult, if not impossible, to find and manage. Many countries with high 
performing educational systems involve their teachers in the scoring of performance items and 
integrate that part of the process in the curriculum as a professional development activity. State 
consortia that purchase assessments and pay teachers a stipend to score these responses will be 
able to develop and administer an assessment at the high end of the range of prices seen today. 
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Other Cost Reduction Strategies 

• The use of online technology (i.e., online assessments) should be encouraged as it also has the 
potential to reduce assessment cost and improve quality. The size of the cost reductions that were 
calculated assuming implementation of an online assessment was not as large as was expected. 
However, this is somewhat related to the assessment design (only 3 subject areas, an efficient 
design, small test books) and would undoubtedly be larger given different design parameters. The 
procurement of PCs to improve the student to PC ratio should be encouraged at all levels of the 
educational system. 

• Ultimately, the use of artificial intelligence systems to score essay type responses holds 
tremendous potential value for the future affordability of high-quality assessments. Today, AI 
scoring systems are often too expensive for states and the cost of scoring CR questions by this 
method is about the same as using human scorers. As systems mature and costs come down, AI 
scoring systems offer tremendous advantages in the delivery of results from performance 
assessments. 

 
Finally, in our opinion, the RTTT and Common Core Assessments are key initiatives in improving 
education, and states have an opportunity to receive some much needed resources and assistance to help 
them make important improvements to their assessment programs. The research conducted for this study 
and results reported in this paper demonstrate that under the right conditions, states can dramatically 
improve their assessment systems at an affordable cost. However, states must be careful to design an 
efficient assessment system and understand its ongoing administration costs, as well as future state budget 
allocations prior to committing to an innovative, high-quality assessment and implementing it in their 
state. States also will need to think through the various management issues when forming and working 
with a state consortia as well as using teachers to score performance items. Professional help in all these 
areas is highly recommended. 

Final Recommendations  

Based on the data from the cost models and the conclusions listed above, ASG makes the following 
recommendations: 

• Developing and implementing a high-quality assessment will likely cost more than most current 
state assessments, but it can be affordable for states if they look carefully at the design, find a 
balance in the number of CR items, PEs and PTs that are used, and consider various cost 
reduction strategies. 

• States should strongly consider being part of a large consortium where certain costs can be shared 
across many states, such as for item development and project management. 

• States should consider using a scoring model that has teachers scoring the performance items as 
part of their professional development via a distributed scoring system.  Having all scoring done 
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by the testing vendor is likely to be cost prohibitive for most states.  Paying teachers a stipend 
also helps reduce costs, but not as much as using a PD approach. In either case, there are benefits 
for teacher learning and instruction, as well as cost savings, associated with teacher scoring.  

• States may want to consider moving to online assessment, as it can be more cost-effective than 
printing test booklets and shipping them to schools.  Although the initial savings may not be as 
large as thought when implementing a HQA design, in the long run, online assessment will save 
states both money and time. Many states feel that current PC to student ratios of 4 or 5 to 1 make 
it difficult to implement online administration of assessments. Policies to help states procure 
additional PCs and bandwidth for schools should be encouraged. 

• Ultimately automated scoring of essay responses should lower scoring costs for these items 
significantly and further enable the implementation of high quality assessments at reasonable 
prices. AI scoring should be encouraged and its progress monitored. 

• States should consider examining the costs for their future assessments in more detail and look at 
different options that make the assessment both higher in quality and more efficient.  For 
example, states may want to design an assessment that has many more CR items, no PTs, and 
uses an AI scoring engine to score all items.  There are many variations on the possible designs 
that could be used by states, and all have different cost implications. 

• State consortia interested in implementing a higher quality assessment need to make sure they can 
afford the ongoing administration costs of the assessment. It is recommended that state consortia 
go about the process of developing and costing a new assessment in a thoughtful manner and use 
a comprehensive costing model to analyze and determine the price in advance of any new 
assessment system they would like to implement. 

Possible Future Research, Additional Analyses, and Other Studies of State Assessment 
Costs 

Obviously, there are many ways to design a high quality assessment system.  The designs selected for this 
study were based on input from a variety of assessment experts.  In some ways, the cost models done for 
this study are just a beginning, and provide valuable information to begin a more in-depth discussion of 
what potential costs could be for various approaches.  It is hoped that additional cost models will be done 
based on other ways to design an innovative assessment system.  Analyses can include many other kinds 
of assumptions and variables.  These could include variations in the number of CR items, different 
percentages of items released each year, and changes in program components and features.  Information 
from these types of analyses can be helpful for a state, or consortium of states, to further reduce their 
costs while maintaining other core components of the assessment system. 

In this study, costs were analyzed only for reading/language arts and mathematics assessments.  These 
areas were selected because of their relationship to NCLB and the current plans for common core 
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standards and common assessments.  In the future, it would be useful to run cost models of other content 
areas since many states also assess their students in science, social studies, the arts, and other disciplines.  
In addition, cost analyses of alternate assessments for students with disabilities and English language 
proficiency assessments for English language learners would be useful in order to determine how to 
design these assessments more efficiently, as well as reduce costs.  It may well be possible for consortia 
of states to work together to also create and implement these additional assessments. In addition, some 
states may also want to analyze costs for their end of course tests or other high school examinations. 

Ultimately, the possibilities for productive assessment will be enhanced by these kinds of analyses.  As 
we show here, by taking advantage of collaboration, technologies, and judicious design decisions, states 
can offer a rich, performance-based system of assessment that supports high-quality instruction for less 
than most states are spending today. 
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Appendices 

About the Assessment Solutions Group 

The Assessment Solutions Group (ASG) is a consulting organization with a mission of assisting state 
departments of education in adding value throughout assessment costing, procurement and management 
functions. ASG senior consultants and technical advisors have more than 100 years combined experience 
in the assessment industry and expertise in all areas of the assessment function, making ASG unique in 
the industry in being able to provide states with services in test development, psychometrics, IT, 
production and manufacturing, quality assurance, scoring operations, and logistics. ASG makes extensive 
use of its proprietary costing model in providing services to its customers in the areas of cost-effective 
and efficient assessment program design. The company’s other product offerings include RFP preparation 
and analysis, technical and cost proposal reviews, ongoing assessment program evaluation, and program 
management services.  

Uses of the ASG Cost Model and Additional Services  

The ASG cost model also can be used to evaluate state assessments for efficient designs.  The model can 
estimate costs for current programs as well as possible new ones states may want to develop in the future.  
In addition, costing services can assist states in structuring their RFP documents and evaluating vendor 
responses in order to ensure that proposed assessment programs can be evaluated on a comparable basis, 
are reasonably priced, and include sufficient quality safeguards.  In addition, ASG can provide temporary 
staffing to state departments of education and other education related institutions.  Specialists in 
assessment program design, test development, assessment administration, program management, 
budgeting and accounting, technical support, psychometrics and analysis and IT work can be made 
available to help meet staffing needs. 

For More Information 

For more information about ASG, go to www.assessmentgroup.org 

To contact the authors, please send email to:  

• Barry Topol, btopol@assessmentgroup.org  

• John Olson, jolson@assessmentgroup.org  

• Ed Roeber, eroeber@assessmentgroup.org 
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UNITED STATES DEPARTMENT OF EDUCATION 
RACE TO THE TOP ASSESSMENT COMPETITION 

PUBLIC AND EXPERT INPUT MEETINGS 
HIGH SCHOOL 

Friday, November 13, 2009 
 

Testimony of Nicholas C. Donohue 
 
 
MR. DONOHUE: 
Good afternoon.  My name is Nicholas Donohue.  I'm the president and CEO of the Nellie Mae 
Education Foundation.  Welcome to New England.  We are the largest regional philanthropy 
dedicated to education in the region, and we're involved in a variety of interesting investments 
around assessment at the state and regional level. 
 
I also bring with me my experience as a chief state school officer from the State of New 
Hampshire, at the inception of the No Child Left Behind, and as an original founder of the New 
England Comprehensive Assistant Program known as NECAP. My input comes in two short 
parts. 
 
One is that I encourage you to take the time and energy to really dig into the learnings from 
NECAP and other state collaboratives in ways that aren't possible at a hearing like this. They are 
technical, political issues that affect any collective effort, and they will ‐‐ they would be good to 
learn from. 
 
Second when awarding grants to consortia I would recommend a set of principles to find the 
expectations you might have.  One is that you define a set of core purposes and expect the 
collaborative to respond to these.  Two, expect them to pay attention to variety as a principle, 
design principle.  Three that you expect them to actually deliver design principles that define 
and support the independent components of the system, a multilevel system, but also of the 
integration of that system.  And I'll say something that in a moment.  Four, you obviously expect 
them to model implementation on the ground in ways that are interesting and practical.  Five, 
you specifically expect them to deliver cost ‐‐ learnings about cost and cost effectiveness of a 
varied system, and six, that they attend to familiar principles around quality and fairness and 
equity. 
 
On the issue of core principles, I'd like to suggest that the department should state clearly a set 
of principles that collaboratives much achieve. Those principles should include that the 
assessment systems that they design and model should allow meaningful international 
comparisons.  They should obviously equip students with the knowledge and habits in line with 
dispositions to succeed. These systems should promote improved schooling in ways that 
provide students with engaging educational opportunities. These systems should also provide 
parents and students and other stakeholders with the information necessary about relative 
performance. 



A second principle, around attention to variety is rooted in the notion that if you have a variety 
of core purposes you need a variety of approaches.  The previous speaker talked about the 
difficulty of achieving a wide variety of purposes; however, in a well‐designed, intentionally 
designed system that included national, regional, state and local components, it is possible to 
bridge a variety of purposes.  Variety also attends to our commitment such as around college‐
ready, how do we promote college‐readiness without actually assessing it and it also supports 
international comparisons as we've heard. 
 
A third principle is that you expect design specifications from these collaboratives that they 
actually tell you very concretely about what it takes to build independent components at the 
local, state and regional levels, and most importantly, that they tell you exactly what it takes to 
integrate these components, that they demonstrate specific findings around quality control 
mechanisms across state lines, that they describe specifically professional development 
systems that support the participation of educators, and significantly, that they describe the 
systems that promote public understanding and engagement in the development of the 
assessment systems. 
 
The days of cobbling together parts of a system and pretending it's a system need to end. The 
intentional system design needs to be a priority.  I mentioned modeling a system. This is 
obvious, I think, providing core principles and demanding the collaboratives demonstrate on 
the ground examples of how you would implement this, maybe in a subset of schools in and 
across a region would seem to be sufficient.  Lastly, cost estimates need to be provided. The 
current conversations around cost are too much just about dollars.  We all know there are 
other collateral costs related to assessment in terms of time and attention to learning, and 
these collaboratives could give you good information about what some of those collateral costs 
are, and a true picture of cost‐effectiveness. 
 
Any award ought to attend to all these principles.  I will close by saying that the key is to 
provide guidance and specificity and purposes and allow flexibility in implementation. Thank 
you. 
 
MS. WEISS: Thanks so much. 
 
MR. DONOHUE: You're welcome. 



 

Dear Secretary Duncan, 

Thank for you for the opportunity to submit comment on the competitive Race to the Top Assessment 
Program to support one or more consortia of states that are working toward jointly developing and 
implementing common, high‐quality assessments aligned with a consortium’s common set of 
kindergarten‐through‐grade‐12 (K–12) standards that are internationally benchmarked and that build 
toward college and career readiness by the time of high school completion. Our brief comments below 
and attached materials reference the major categories of questions the Department is seeking input on. 
 
First, please find attached the testimony I provided to the Department at the public meeting in Boston, 
Massachusetts on November 13, 2009 on the Race to the Top Assessment competition. That testimony 
included some remarks on the Project and Consortium Management questions, as well as the General 
and Technical Assessment questions. I also provided testimony on these two categories of questions at 
the public meeting in Washington, DC on January 13, 2010. 
 
Second, please find attached a document titled Principles for Student Assessment that speak directly to 
the questions on General and Technical Assessments the Department posted for the public meeting 
being held today in Washington, DC. 
 
Third, please find a link to the executive summary (www.ccebos.org/PA_executive_summary_1.10.pdf 
and full report (www.ccebos.org/Performance_Assessment_Review_1.10.pdf) from the Center for 
Collaborative Education that we supported, titled Including Performance Assessments in Accountability 
Systems: A Review of Scale‐up Efforts. This report addresses the questions on General and Technical 
Assessments. We understand the purpose of this competition is to develop high‐quality assessments 
and accountability systems are not directly in this purview. However, one key purpose of assessments is 
for accountability and public reporting so we feel this report can inform the Department’s thinking.    
 
In closing, I share that the Nellie Mae Education Foundation is in "alliance" with the Ford Foundation, 
the Hewlett Foundation, and the Sandler Foundation in our thinking on these assessment issues. NMEF 
is supporting our New England states in a variety of assessment projects to move our region forward to 
a balanced assessment system that is aligned with the principles we submit to you as well as the 
suggestions for a federal RFP that our four foundations are submitting via the Hewlett Foundation.  
 
Respectfully yours, 

 
Nicholas C. Donohue 
President  & CEO 
 
Nellie Mae Education Foundation 
1250 Hancock Street, Suite 205N 
Quincy, MA  02168 
781‐348‐4201 
ndonohue@nmefdn.org 
 

http://www.ccebos.org/PA_executive_summary_1.10.pdf
http://www.ccebos.org/Performance_Assessment_Review_1.10.pdf
mailto:ndonohue@nmefdn.org


  

General Assessment Input 
Race to The Top Assessment Program 

Submitted by Nicholas C. Donohue 
President and CEO, Nellie Mae Education Foundation 

Principles for Student Assessment 
 
 

• Rooted in a clear set of attainable purposes.   
 

It is essential and possible for any system of assessment to reconcile and include the varied 
purposes of: 1) instructional improvement, 2) accountability, and 3) public transparency.   

 
The core purposes of a system of assessment should be to: 1) allow meaningful 
international comparisons, 2) equip students with the knowledge, habits of mind, 
dispositions and skills to succeed in 21st Century American work and life; 3) promote and 
improve educational opportunities that provide students with engaging educational 
opportunities that promote critical thinking, employ real world learning opportunities and are 
designed with attention to youth development principles; and 4) provide, parents, students, 
other stakeholders with information necessary to judge whether districts and schools are 
successful in ensuring these outcomes for all students, especially the underserved. 

 
• Based on current research and knowledge.  

 
All assessments, whether for large-scale accountability or day-to-day instruction, should be 
based on current knowledge about the nature of learning and validated for their specific 
purposes. It is essential that assessments accurately measure what they purport to measure 
(validity) and that when used in various and multiple settings that similar responses will be 
judged similarly (reliability.)   States should conduct frequent evaluations of assessments to 
ensure their quality as well as to determine how impact on teaching and student learning.  
The federal government should maintain rigorous quality control expectations regarding the 
development of these instruments.   

 
• Includes a variety of approaches to assessment – on demand multiple choice, open-ended 

constructed response, evidence-based performance assessments.   
 

Various assessment types have different strengths and weaknesses.  Multiple-choice 
assessments provide highly reliable measures of student performance.  However the depth 
and validity of what can be measured through these kinds of items is limited.  Open ended, 
constructed response items provide a balance of reliability and it is possible to get a deeper 
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view of complex reasoning skills. Evidence-based, performance assessments that include 
complex tasks demanding complex representations of performance through demonstrations 
and multi-modal projects give the strongest evidence of whether learners have achieved 
higher order learning outcomes.  And while the issues of building inter-rater reliability of 
these kinds of assessment opportunities are significant, they are no longer insurmountable.  
In addition, the evolution of standards to include more complex cognitive and skills 
processes demands this kind of approach.  

 
Developmental learning theory suggests that the use of different kinds of assessments at 
different stages of learning may be more appropriate than rigid and persistent application of 
one assessment approach regardless of age and developmental stage.  It is crucial that well 
thought out, mix of assessment opportunities is provided to achieve each of the various 
purposes of a unified assessment system.   

 
• Defined by a complement of national, state and local components each itself defined in part 

by its relationship to the others resulting in a unified, multi-level system of assessment. 
 

In order to achieve the principle of achieving a variety of purposes stated above, any system 
of assessment must include variety of ways to collect a variety of information. 

 
The national component of a unified system should collect information to provide information 
about 1) the standing of the United States compared to other countries and 2) to compare 
and contrast relative state performance.   

 
The state systems component should provide information 1) to contribute to international 
comparisons on a national level 2) ) to make useful judgments and public comparisons 
about relative district performance in order to a) provide useful information to parents and 
other stakeholders and b) determine appropriate responses to local performance positive 
and negative.   

 
Local systems should be designed to 1) contribute to state processes to compare and 
contrast local performance and respond to those varying degrees of comparative and 2) to 
provide feedback to educators and learners about the quality and improvements necessary 
regarding educational engagements. 

 
These three levels of work should be designed: 1) consist with the overall purposes of the 
system, 2) for strong equating, 3) cost effective, feasible implementation as 4) intimately 
related components to a unified system versus independent components of loosely joined 
set of systems. 

 
Every level of the system should include a different variety and predominance of on-demand 
multiple choice, open-ended constructed response and evidence-based performance 
oriented assessments.  The relative prominence of these various approaches to assessment 
should vary based on the level (national, state, local) in question.  This relative balance 
would allow the three levels of a unified system to contribute to the variety of purposes 
towards which it is designed as a whole and to the specific purposes for which any one level 
is intended.   

 
Nationally this principle implies the evolution of NAEP to 1) maintain and strengthen its 
open-ended response features and 2) strengthen and enhance the evidence-based, 
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performance orientation to attend to the knowledge and skills that define successful 
preparation today are both crucial.   

 
Consistent with the primary purposes of this state level assessment component its primary 
focus should be on state specific standards with enough flexibility to provide sufficient 
information to allow for national state by state comparisons and international comparisons.  
In order to do this, at the state level, it will be necessary to develop varied state assessment 
components that strike a relative balance between open-ended response items, multiple 
choice and common state level performance tasks in that order of emphasis.   

 
At the local level, the focus must be a balance between 1) state level standards and 2) local 
graduation requirements with an emphasis on the latter in order to achieve the relative 
purposes of local assessment described above.  This implies a significant predominance of 
locally developed, curriculum embedded performance tasks – a subset of which can be 
used at the state level.  This last feature will allow the use of qualitative data to make higher 
stakes, comparative determinations about school performance. 

 
• Aligned with the standards that define desired student outcomes and the educational 

opportunities provided to learners.    
 

It is important that here is a close connection between these three key facets of an 
education system.  Assessments should measure desired outcomes.  Assessments should 
also be designed in ways that consistent enough with instructional opportunities to ensure 
that what is tested has been taught.  Assessments can measure other things, but they must 
measure what learners are expected to learn (for the purpose of feedback) and what 
education systems are meant to teach (for purposes of accountability and transparency.) 

 
The strength of alignment among these three dimensions is important at any level of 
implementation – national, state or local – and for type of assessment – multiple choice, 
constructed response or evidence-based performance task.  

 
• Measures of absolute achievement against outcomes and relative progress. 

 
It is now possible to use assessment data to determine relative progress toward standards.  
This is a valuable development as long as significant progress is defined as sufficient.  For 
reasons of equity and high expectations, the focus should remain on the absolute measures 
of achievement complemented by progress measures to provide a fully indexed view of 
school and student performance. 

 
• Continuously improve teaching and learning. 

 
It is possible and important to frame assessment development and monitoring processes as 
part of a multi-faceted high quality professional learning system.  The examination of student 
work for the purposes of cut score identification, future item development, determinations of 
proficiency and other related assessment purposes are essential opportunities for educators 
to understand what students really know, what needs to change in terms of their educational 
opportunities and what educators need to do to attend to these improvements in practice.   

 
• Carefully consider the student populations involved, address any associated validity and 

fairness issues, and are equally accessible to underserved learners.   
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Issues of test bias must be addressed at all levels of any system of assessment.  Lack of 
attention to the science regarding these issues risks integrity and legitimacy of low, mid and 
high stakes determinations connected to them. 

     
• Cost effective, responsibly defined and are properly resourced at the local, state, and 

federal levels to support these principles in practice. 
 

Investments in assessment should be investments in accountability and in learning.  Still, 
there are limits to any investment and the rationale for budgeting in any system should be 
based on a cost benefit analysis.  However, discussions about costs for assessment are too 
often limited to easily determine dollar costs.  A true cost benefit analysis would include 
estimations of 1) time for learning lost to test preparation that does not itself increase 
learning, 2) the related cost of this lost time in terms of remedial needs and needs related to 
non-promotion and dropping out, and 3) the in-kind contributions made in terms of 
professional learning experiences for educators involved. 

 
When considered in this way – combining dollar costs with collateral costs (positive and 
negative) into an appropriate analysis to guide expenditure – cost analysis have more 
integrity and are more accurate.  In addition, this approach supports the case for the 
introduction of a wider variety of assessment approaches including evidence-based, 
performance oriented approaches. Test preparation that includes content-rich, complex 
tasks provide invaluable instructional opportunities as the assessments themselves are 
rooted in and driven by the same principles that define quality student engagement. 



Input for USED on General and Technical Assessment 
January 20, 2010 

 
David Foster 

Chief Scientist, Kryterion, Inc. 
 
Here is a brief description of my experience that I use when submitting proposals for presentations and 
other purposes. 
 

Dr. David Foster currently serves as Chief Scientist of Kryterion, a unique Internet test administration 

company. He has started two other successful companies, Galton Technologies in 1997 and Caveon in 2003. 

Earlier, he directed the test development efforts at Novell from 1990 to 1997, introducing many new 

innovations, including adaptive testing, testing in multiple languages, and simulations‐based testing. Dr. Foster 

serves on several industry boards and councils. He has been President and Chairperson of the Association of 

Test Publishers. He currently sits on the Council for the International Test Commission, recently served on the 

American National Standards Institute Board of Directors. He founded the Performance Testing Council to 

further the use of tests that directly measure important job or educational skills. He has authored numerous 

research and general articles for industry periodicals and reference texts, and has presented extensively at 

industry conferences. He has been creating and improving computerized testing systems since 1982 and has 

been influential over the past 28 years in introducing many important industry innovations and initiatives. 

Most recently at Kryterion he has introduced technologies that use the Internet to deliver secure tests 

wherever and whenever they are needed. 
 
For this input to USED, I will be sticking to what I know most about and to what I felt has been under 
represented in the discussions/input, which is technology use in testing, performance testing, and test 
security. 
 

General Comments/Recommendations 
 
I support the comments and advice of the experts you have enlisted as well as those of many others 
who have provided input. Here are a few of the more important ones I noted while reading all the input 
documents and listening to the experts: 
 

1. Don’t require means, just ends. Encourage competition and multiple approaches to solutions. 
2. Require the use of technology for testing; traditional systems, including many CBT models are 

already outdated. Online models that are browser/platform independent, can be updated at 
anytime, are becoming ubiquitous, and are less expensive, provide the most promise for current 
and future assessments. 

3. Support innovations in testing. New technology inherently encourages innovations in testing. It 
is important to be able to introduce and use innovations without being restricted by older 
psychometrics and outdated testing conventions. Testing experts need to find a way to 



encourage innovation that enhances the reliability, validity and fairness of tests. In my 
experience innovations have always improved testing for examinees and all other stakeholders. 

 
Personal Observations and Comments 

 
1. Stick to your guns about wanting innovation, broad implementation, and fast timelines. All these 

things are possible. Caution and careful progress is what we have had in the past. 
2. We live in a world that is changing rapidly technologically. Logical assessment innovations with 

obvious benefits should be used immediately even if there isn’t much research support. If those 
innovations are taken advantage of at the moment, they will naturally drop away and be 
replaced by something newer, leaving you will have the same problem. 

3. Look toward what Distance Education programs are doing. Invite their input. They are more 
familiar and capable with technology use, and have many issues in common with you. They are 
beginning to solve performance testing and security issues. 

4. Look for advice from other organizations, even for‐profit organizations that have pioneered 
many if not most online innovations in test administration, security, performance testing, item 
banking, etc. A few include QuestionMark, Internet Testing Systems, and my own company, 
Kryterion. These companies will likely be contractors to the consortia, but they should be used 
at this stage to provide input or evaluate input you have already received.  

5. Some current CBT models are already outdated. For example, many test development and 
administration systems are aging and proprietary, dependent on specific platforms, slow in 
transferring data and in providing reports. That technology should be leapfrogged. 

6. Somehow we all need to separate this discussion from our collective historical experience with 
assessment in education. Much of the input received so far has been based on this historical 
experience, making it difficult to see new solutions and possibilities. New paradigms have not 
been introduced. CBT is not a new paradigm, but simply a way of doing paper‐and‐pencil tests 
using computers. 

 
Performance Assessment 

 

• There is absolutely no doubt that at the item level, technology can be used to measure most 
content standards better. 

• We tend to look at this improperly as an measurement experts. We tend to think of 
performance assessment as a unique model different from multiple choice testing. All 
assessments should be performance assessment even if those assessments are comprised of 
multiple‐choice questions. This has been stated more tactfully a few times in input documents 
for the Race to the Top Program. Simply, assessments should be built to specific content 
standards. Any assessment tool or item type should be used if it better measures those 
individual standards. Sometimes simple item formats will work best; for other standards, more 
complexity is required. If we focus on what the standard or objective requires instead of the 
format of the item or test we can build better assessments. I’ve had no or surprisingly few 
problems over 30 years of practice integrating several types of item formats in the same exam, 



combining their scores for a total score. This is not new. I like the approach of the older 
intelligence tests: create items that measure the construct, integrate them all into a common 
exam, and administer them by hook or by crook (they usually administered them individually by 
trained examiners). We need that attitude and approach today; technology will be a great help. 

• New online test development and test administration models are adding new test designs and 
new item formats all the time. It is not unusual for an item developer to choose between one of 
two dozen different formats, as well as multiple item scoring options (e.g., partial scoring). 
When finished the items can be combined in an assessment and published for immediate 
administration. It is relatively easy to customize these tests for individual students, different 
courses, parts of courses, different circumstances, etc. 

• A note about item development. Most performance assessment projects run into trouble at the 
beginning, during item development, because it takes so much effort to create these supposedly 
complex items. For such an effort to be successful, test items, regardless of complexity, need to 
be created quickly and inexpensively by subject matter experts, not programmers or other 
specially trained individuals. There should be only minor differences in time and effort to create 
a text‐only‐based item and a simulation‐based item. We did this successfully at Novell in the 
early 90’s, so I know it can be done if the system is designed and built properly. 

• Contrary to concerns of some input‐providers, performance assessments hold the promise of 
better measurement, and therefore solve comparability issues, for students with disabilities and 
English Language learners. 

 
Security 

 
Summative assessment, and maybe even many formative assessments, will have important 
consequences for students and others. It is CRITICAL that test security be carefully considered as 
consortia respond to USED requirements. It will be a travesty to create wonderful and new assessment 
systems only to have them easily subverted by cheaters and test content pirates. It was good to hear Dr. 
Shepherd mention security today. Here are some specific points to consider: 
 

1. Traditional models of handling security are under attack, successfully, by thieves and cheaters. 
Content is easily stolen and shared on the Internet. From what I read in the input documents 
and from USED, there isn’t a lot of concern expressed about security. The assumption that 
traditional security models (teacher as proctor in a classroom testing circumstance) should and 
will be used is a bad assumption. 

2. Online and on‐demand (long or unlimited windows) assessment models increase the pressure 
on security systems by encouraging new security risks.  

3. New and mostly available security technology will be needed to combat the current and new 
threats. These need to be considered as consortia respond to USED requirements. USED 
requirements should be included that cover how the consortia will prevent and detect and deal 
with security breaches. 



4. The USED is requiring Distance Education programs to provide better security by authenticating 
the students who take courses, complete assignments and take tests. This is a good first step for 
distance education programs, but it must be required throughout the US educational system. 
And it should not just be the authentication of students, but include steps to prevent cheating 
and test theft. 

5. Besides better systems, technologies and policies, teachers, administrators, parents and 
students will need to be trained in proper security of educational assessments. 

6. There are new online‐based item types and test designs that are more protective of test content 
and that discourage cheating. The use of these should be encouraged. 

 
Again, it will do no good to create a great assessment system for education if it leaves it unprotected 
from cheaters and test thieves. Once compromised, the system will not be able to produce test scores 
that are reliable, valid and fair. 
 

Specific Recommendations for by the 5 USED Questions Discussed in January 20, 2010, Meeting 
 
Q1: Requiring Through Course Summative Assessments  
 

1. Some online test development and test administration systems have much of this capability 
today. They are getting better as innovations are added each day through SaaS (Software as a 
Service) models. They allow rapid test development and deployment, a critical requirement for 
Through Course assessments. They can also provide immediate reports and data sets for the 
important decisions and for research needed. I would suggest that the USED look into current 
capability, not with the purpose of requiring specific products, but with the goal of helping to 
create technology‐based requirements for the consortia. 

2. Through Course assessments will need to be delivered on‐demand through small or long testing 
windows. It is critical that security be enhanced for this testing. New and affordable online 
security models are available that make sure that: 

a. The proper student is taking the test 
b. The student is not cheating or getting help from other students or the teacher 
c. The student is not able to capture the test content and share it with others. 

3. Performance assessments as defined as “using all means and methods to measure the desired 
construct as defined in the core standards,” can be easily created and administered as 
evidenced today by such assessment occurring for non‐educational testing purposes. 

 
Q2: Creating Common EOC Summative Exams for High School Subjects 
 

1. The issues of technology, performance assessment, and test security for EOC assessments are 
similar to those for Through Course Summative Assessments as listed above. 

 
Q3: Computerized Testing Challenges 
 



1. Innovative item types and test designs will actually improve the measurement of skills and 
knowledge of students with disabilities and English language learners. Audio, video, animations 
and simulations are occurring more commonly in non‐educational exams (certification exams, 
for example). It is ONLY when such accommodations are applied that scores are meaningful and 
comparability across student populations can occur. Accommodations—and those can be 
greatly enhanced by technology—are the ONLY way to make assessment fair for these groups of 
students.  

2. Comparability of paper‐and‐pencil with technology‐based assessments should be a low priority. 
Making it a high priority will continue to “dumb‐down” the assessment systems and force 
compliance with much older models. Randy Bennett’s expert comments on this topic make a lot 
of sense. 

3. Availability of technology, including Internet bandwidth. Technology resources are growing as 
we all know. Sources of funding to make such technology available for assessment purposes 
may need to be encouraged. Underused resources can be recruited to help out in the effort. I’m 
thinking of community computers and locations, community businesses can offer their facilities 
in the evenings, home computers and bandwidth can be used for high‐stakes assessments as we 
are seeing with Distance Education end of course tests today. We should be thinking of these 
solutions instead of continuing to focus on what schools have or don’t have. Ideally, all 
educational assessment can occur outside of the school environment and schedule, taking no 
time from teachers for instruction. While this is a radical thought and may go farther than 
desired, it is occurring today in distance education programs. A version of that can be applied to 
K‐12 and typical higher education assessment situations. 

4. Security issues. CBT and online testing have been criticized as creating more security problems 
than solving them. That is simply untrue. Some new security risks are introduced with 
technology‐based tests; that is true, but others are resolved at the same time. But the largest 
benefit comes from the fact that technology‐based tests allow many NEW security methods, 
such as online monitoring through webcams, real‐time analysis of test performance looking for 
anomalies, un‐intrusive authentication methods, and on and on. 

5. A mild challenge is to incorporate principles of Universal Design. This is a good direction 
whether students are from special educational populations or not. Tests are more comparable if 
problems of items presentation and response input are eliminated. And they are eliminated by 
providing many ways for students to view or receive test item content and many ways for 
students to answer. It is only a mild challenge because many of these “innovations” are in place 
in existing systems, they just have not been made “universal”, complete and available to all. 
 

Q4: Innovation and Improvement 
 

1. Using technology in testing will encourage and allow the development and implementation of 
hundreds of new innovations each year. This is a very good thing. 

2. Research may be needed for many if not most of these innovations. Thorough, complete 
research isn’t always required before implementing an obviously valuable and necessary 



innovation. As mentioned above, even a short‐term research program may take longer than the 
useful life of the innovation (as replacement innovations become available). 

 
Q5: Two Specific Issues 
 

1. I don’t have any useful comments on the first topic of VAM. It’s not an area where I have 
experience. 

2. I want to repeat my comments on performance assessment. If we view assessment as either 
performance assessment (complex question types, essays, etc.) or something else (multiple 
choice assessment; traditional assessment, etc.) we will always struggle with generalizability and 
comparability. Instead, if we create integrated (i.e., using many different item types in the same 
assessment) assessments comprised of item types produced to measure specific standards, we 
should be able to measure any student, even those with disabilities or ELL students, 
equivalently. The focus has to be on the content standards, not the test format. The test and 
item formats will follow from the content standards. 

 
Thank you for accepting my input.  
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January 20, 2010 
 
TO:   Office of Elementary and Secondary Education 

Race to the Top Assessment Program 
U.S. Department of Education 
400 Maryland Avenue, SW. room 3W339 
Washington, D.C. 20202 

 
FROM: Susan A. Gendron 
  Commissioner of Education 
  Maine Department of Education 
  33 State House Station 
  Augusta, Maine 04333-0333 
  207 624-6620 
 
RE:  Project and Consortium Management 
 
On behalf of the state of Maine and 36 other states as listed in the attachment I am submitting for 
your consideration a Memorandum of Understanding signed by 37 states that are committed to 
establishing a framework of collaboration for states in supporting assessment of the common 
core standards.  The agreement articulates tasks in support of a Multi-State Consortium in its 
implementation of an approved Standards and Assessment Section of a Race to the Top grant.  
The MOU outlines a set of working principles, the roles of states and local districts within the 
consortium and a set of tasks that the Consortium would undertake. 
 
Invitations have been extended to leading assessment experts across the country to assist the 
State Consortium Developing Balanced Assessments of the Common Core in creating a design 
team to assist the states in the development of this comprehensive integrated summative and 
formative assessment system. 
 
It is hoped that this consortium can become the umbrella organization for states to achieve  a 
rigorous internationally benchmarked common reference assessment which would include 
selected response, constructed response and performance components; utilize new technologies 
to provide adaptive tools and access to information, computer based scoring and reporting; 
develop rubrics that embody the standards, create examples of good work; implement high 
quality professional learning focused on examination of student work, curriculum, and 
assessment development and moderated scoring; and above all utilize all of this information to 
improve teaching and learning. 
 
Attached is a copy of the Memorandum of Understanding for the State Consortium Developing 
Balanced Assessments of the Common Core Standards and the list of partner states as of this 
date. 

 
JOHN ELIAS BALDACCI 

GOVERNOR 
SUSAN A. GENDRON 

COMMISSIONER 

STATE OF MAINE 
DEPARTMENT OF EDUCATION 

23 STATE HOUSE STATION 
AUGUSTA, MAINE 

04333-0023 
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MOU for a State Consortium Developing Balanced 
Assessments of the Common Core Standards  

 
 
This Non-Binding Memorandum of Understanding (“MOU”) is entered into by and between the 
Balanced Assessment Consortium and the State of Maine.  The purpose of this agreement is to 
establish a framework of collaboration for states in supporting assessment of the common core 
standards.   The agreement also articulates tasks in support of a Multi-State Consortium in its 
implementation of an approved Standards and Assessment Section of a Race to the Top grant.   
The MOU outlines a set of working principles, the roles of states and local districts within the 
consortium, and a set of tasks that the Consortium would undertake. 
 

Working Principles  
 
A consortium of states developing a balanced assessment system for evaluating the common core 
standards would start with working principles derived from an examination of successful state 
systems in the U.S. and high-achieving systems internationally.  For example:  
 
1) Assessments are grounded in a thoughtful, standards-based curriculum and are 
managed as part of a tightly integrated system of standards, curriculum, assessment, 
instruction, and teacher development.   
 

• Curriculum guidance is lean, clear, and focused on what students should know and be 
able to do as a result of their learning experiences.  Assessment expectations are 
described in the curriculum frameworks or course syllabi and are exemplified by samples 
of student work.  

• Curriculum and assessments are organized around a well-defined set of learning 
progressions within subject areas. These guide teaching decisions, classroom-based 
assessment, and external assessment. 

• Teachers and other curriculum experts are involved in developing curriculum and 
assessments which guide professional learning and teaching.  Thus, everything that 
comes to schools is well-aligned and pulling in the same direction.   
 

2)  Assessments elicit evidence of actual student performance on challenging tasks that 
prepare students for the demands of college and career in the 21st century.  Curriculum and 
assessments seek to teach and evaluate a broad array of skills and competencies that generalize 
to higher education and work settings.  They emphasize deep knowledge of core concepts within 
and across the disciplines, including problem solving, analysis, synthesis, and critical thinking, 
and include essays and open-ended tasks and problems, as well as selected response items. 
 
3) Teachers are involved in the development of curriculum and the development and 
scoring of assessments.  Scoring processes are moderated to ensure consistency and to enable 
teachers to deeply understand the standards and to develop stronger curriculum and instruction 
leading to greater student proficiency.  The moderated scoring process is a strong professional 
learning experience that helps drive the instructional improvements that enable student learning, 
as teachers become more skilled at their own assessment practices and their development of 
curriculum to teach the standards. The assessment systems are designed to increase the capacity 
of teachers to prepare students for the contemporary demands of college and career. 
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4) Assessments are structured to continuously improve teaching and learning.  Assessment 
as, of, and for learning is enabled by several features of assessment systems: 
 

• The use of school-based, curriculum-embedded assessments provides teachers with 
models of good curriculum and assessment practice, enhances curriculum equity within 
and across schools, and allows teachers to see and evaluate student learning in ways that 
can feed back into instructional and curriculum decisions. 

 
• Close examination of student work and moderated teacher scoring of both school-based 

components and externally developed open-ended examinations are sources of ongoing 
professional development that improve teaching.   

 
• Developing both school-based and external assessments around learning progressions 

allows teachers to see where students are on multiple dimensions of learning and to 
strategically support their progress.    

 
5) Assessment and accountability systems are designed to improve the quality of learning 
and schooling.  Assessments aim to encourage and support the learning of ambitious intellectual 
skills in the way they are designed and used for informing teaching, learning, and schooling. 
Accountability systems publicly report outcomes and take these into account, along with other 
indicators of school performance, in a well-designed system focused on continual improvement 
for schools.  

6) Assessment and accountability systems use multiple measures to evaluate students and 
schools.  

Multiple measures of learning and performance are used to evaluate skills and knowledge. 
Students engage in a variety of tasks and tests that are both curriculum-embedded and on-
demand, providing many ways to demonstrate and evaluate their learning. These are combined in 
reporting systems at the school and beyond the school level. School reporting and accountability 
are also based on multiple measures.  Assessment data are combined with other information 
about schools’ resources, capacities, practices, and outcomes to design intensive professional 
development supports and interventions that improve school performance.  
7) New technologies enable greater assessment quality and information systems that 
support accountability.  

New technologies enhance and transform the way the assessment process is developed, 
delivered, and used, providing adaptive tools and access to information resources for students to 
demonstrate their learning, and providing appropriate feedback by supporting both teacher 
scoring and computer-based scoring (now possible for both selected response and some forms of 
constructed-response items).  By using technology to reduce costs for delivery of more open-
ended assessment formats, scoring, and reporting, resources can be redirected to improvements 
in assessment quality.   

Technology also organizes data about student learning, enhancing system accountability for 
instruction and reporting by providing more efficient, accurate, and timely information to 
teachers, parents, administrators, and policymakers. Technology helps to integrate information at 
as part of longitudinal data systems, contributing to a rich profile of accomplishment for every 
student. 

State and Local Roles within a Consortium  
 

States working within the Consortium would:  
• Adopt and augment the Common Core standards as appropriate to their context.  
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• Create and deploy curriculum frameworks that address the standards—drawing on 
exemplars and tested curriculum models.    

• Build and manage an assessment system that includes both on-demand and curriculum-
embedded assessments that evaluate the full range of standards and allow evaluation of 
student progress.  The Consortium may develop both joint assessments (commonly 
implemented by states) as well as other assessment tasks and items linked to the 
standards (and grounded in curriculum units) that can be incorporated into states’ 
individual assessment plans for formative or summative purposes.  

• Develop rubrics that embody the standards, and clear examples of good work, 
benchmarked to performance standards.   

• Create oversight / moderation / audit systems for ensuring the comparability of locally 
managed and scored assessment components. 

• Ensure that teacher and leader education and development infuse knowledge of learning, 
curriculum, and assessment.  

• Implement high-quality professional learning focused on examination of student work, 
curriculum and assessment development, and moderated scoring. 

 
Districts and schools would:  

• Examine the standards and evaluate current curriculum, assessment, and instructional 
practice in light of the standards. 

• Evaluate state curriculum guidance, and further develop and adapt curriculum to support 
local student learning, select and augment curriculum materials, and continually evaluate 
and revise curriculum in light of student learning outcomes. 

• Incorporate formative assessments into the curriculum, organized around the standards, 
curriculum, and learning sequences to inform teaching and student learning.   

• Participate in administering and scoring relevant portions of the on-demand and 
curriculum-embedded components of the assessment system, and examining student 
work and outcomes.   

• Help design and engage in professional development around learning, teaching, 
curriculum, & assessment.   

• Engage in review and moderation processes to examine assessments and student work, 
within and beyond the school. 

 
Tasks the Consortium Would Undertake 

 
The consortium of states would build on successful efforts already launched in a number of 
states, seeking to integrate the best knowledge and exemplars from existing efforts, so as to use 
resources efficiently, take advantage of well-tested approaches, and avoid reinventing the wheel.  
It would bring together leading curriculum and assessment experts to advise and support efforts 
to create a system for evaluating the Common Core, building on the most credible and well-
vetted knowledge available in the field.  With these supports, the Consortium could: 
 
1. Support the Development of Curriculum Frameworks:  When the Common Core standards 
have been released, vetted, and adopted, consortia of states would work with curriculum and 
assessment experts to develop (or adapt from previously successful work) curriculum 
frameworks, syllabi, and other materials mapped to the standards.  There has been enormous 
investment in the United States in high-quality curriculum, for example through NSF and other 
organizations at the national level, and in many states and districts.  Other English-speaking 
nations have also developed high quality curriculum materials linked to standards and learning 
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progressions that could be evaluated in this process. This effort would inventory and cull from 
efforts with a strong evidence base of success to support states in building out curriculum 
frameworks around which they can organize deeper curriculum development at the local level, 
state and local assessment development, instructional supports, and professional development. 
 
2. Create a Digital Curriculum and Assessment Library:  The results of this effort should 
ultimately be made available on-line in a digital platform that offers materials for curriculum 
building and, eventually, model syllabi for specific courses linked to the standards, formative and 
summative assessment tasks and instruments linked to the curriculum materials, and materials 
for training teachers and school leaders in both strategies for teaching specific curriculum 
concepts / units and assessment development and scoring. In addition, as described below, an 
electronic scoring platform supporting training, calibrating, benchmarking, and reporting would 
be developed and made available across the states. 
 
3. Develop State and Local Assessments:   The state consortium would work to create a 
common reference examination, which includes selected-response, constructed response 
and performance components aimed at higher-order skills, linked to the Common Core 
standards for grades 3-8, like the NECAP assessment recently developed by a set of New 
England states.  This assessment would be designed to incorporate more rigorous and analytic 
multiple-choice and open-ended items than many tests currently include and would include 
strategically selected curriculum-embedded performance assessments at the classroom level that 
can be part of the summative evaluation, while also providing formative information.   
 
These curriculum-embedded components would be developed around core concepts or major 
skills that are particularly salient in evaluating students’ progress in English language arts and 
mathematics. (Eventually, work on science could be included.) Exemplars to evaluate and build 
upon are already available in many states and in nations like England that have developed a set 
of “tests and tasks” for use in classrooms that help teachers evaluate students’ learning in relation 
to well-described learning progressions in reading, writing, mathematics, and other subjects.   
 
Curriculum-embedded components would link to the skills evaluated in the “on-demand” test, 
allowing for more ambitious tasks that take more time and require more student effort than can 
be allocated in a 2 or 3-hour test on a single day;  these components would evaluate skills in 
ways that expect more student-initiated planning, management of information and ideas, 
interaction with other materials and people, and production of more extended responses that 
reveal additional abilities of students (oral presentations, exhibitions, and product development, 
as well as written responses) that are associated with college and career success.   
 
In the context of summative assessments, curriculum-embedded tasks would be standardized, 
scored in moderated fashion, and scores would be aggregated up to count as part of the external 
assessment.  Curriculum-embedded assessments would also include marker tasks that are 
designed to be used formatively to check for essential understandings and to give teachers useful 
information and feedback as part of ongoing instruction.  Thoughtful curriculum guidance would 
outline the scaffolding and formative assessment needed to prepare students to succeed on the 
summative assessments.  
 
All components of the system would incorporate principles of universal design that seek to 
remove construct-irrelevant aspects of tasks that could increase barriers for non-native English 
speakers and students with other specific learning needs.  In addition, designers who are skilled 
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at developing linguistically supportive assessments and tests for students with learning 
disabilities would be engaged from the beginning in considering how to develop the assessments 
for maximum access, as well as how to design appropriate accommodations and modifications to 
enable as many students as possible to be validly assessed within the system. 
 
The emphasis on evaluating student growth over time and on tying standards to a conception of 
learning progressions should encourage a growth oriented frame for both the “on-demand” 
examination and the more extended classroom assessments.  The Consortium may consider the 
viability of incorporating computer-based adaptive testing that creates vertically scaled 
assessments based on the full range of learning progressions in ELA and math.  This would 
allow students to be evaluated in ways that give greater information about their abilities and their 
growth over time.  This approach would not preclude the evaluation of grade-level standards, 
which could be part of any students’ assessment, nor would it preclude a significant number of 
constructed response, open-ended items, as the technology for machine-scoring structured open-
ended items is now fairly well-developed.  Strategic use of partial teacher scoring for these items 
would also be a desirable element of the system to support teachers’ understanding of the 
standards and assessments, and their planning for instruction.    
 
The emphasis on evaluating student growth should also inform the development of the 
curriculum-embedded elements of the system, which should be selected or developed to 
strategically evaluate students’ progress along the learning continuum.  Centrally developed 
tasks administered and scored by teachers with moderation (see below), using common rubrics, 
would be part of the set of reported scores.   In states with experience and capacity, it may be 
possible to begin to incorporate information about student learning that teachers develop from 
their own classroom evidence, linked to the standards and learning progressions and guided by 
the curriculum frameworks.  This could be an optional aspect of the Consortium’s work for states 
and communities with interest and capacity.     
 
At the high school level, the Consortium might explore one or both of two options for 
assessment:   
 
• Course- or syllabus-based systems like those in England, Australia, Singapore, Hong Kong, 

Alberta (Canada), as well as the International Baccalaureate.  Generally conceptualized as 
end-of-course-exams in this country, this approach should become a more comprehensive 
course assessment approach like that pursued in these other countries.  Such an approach 
would include within-course performance assessments that count toward the examination 
score, as well as high-quality assessment end-of-course components that feature constructed 
response as well as selected response items.  Within-course performance assessments would 
tap central modes of inquiry in the disciplines, ensuring that students have the opportunity to 
engage in scientific investigations, literary analyses and other genres of writing, speaking and 
listening; mathematical modeling and applications; social scientific research.  Such an 
approach might require an ELA and math assessment at a key juncture that evaluates an 
appropriate benchmark level for high school standards, and then, as in high-achieving 
nations, allow for pursuit of other courses/ assessments that are selected by students 
according to their interests and expertise.  These could serve as additional information on the 
diploma for colleges and employers.   

 
• Standards-driven systems that might include a more comprehensive benchmark assessment 

in ELA and mathematics complemented by collections of evidence that demonstrate 
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students’ abilities to meet certain standards within and across the disciplines.  This set of 
assessments would allow more curriculum flexibility in how to meet the standards.  Systems 
like these are used in some provinces in Canada and Australia, in states like Rhode Island, 
Wyoming, Nebraska, and New Hampshire, and in systems of schools like the New York 
Performance Standards Consortium, the Asia Society, and Envision Schools.  Sometimes 
these sets of evidence are organized into structured portfolios, such as the Technology 
portfolio in New Hampshire and the broader Graduation portfolios in these sets of schools 
that require specific tasks in each content area, scored with common rubrics and moderation.    

 
• A mixed model could combine elements of both course- and standards-driven models, 

allowing some demonstrations of proficiency to occur in any one of a range of courses 
(rather than a single, predetermined course) or even outside the bounds of a course, like the 
efforts by some states to allow students to pass courses via demonstrations of competence 
rather than seat time (e.g. NH, OH).  Such a system could also include specific components 
intended to develop and display research and inquiry skills that might also be 
interdisciplinary, such as the Project Work requirements in England, Singapore, and the 
International Baccalaureate, and the Senior Project requirements in Pennsylvania and Ohio.  

 
4. Develop Moderation and Auditing Systems for Teacher-Scored Work:   The consortium 
would develop protocols for managing moderation and auditing systems and training scorers so 
as to enable comparable, consistent scoring of performance assessments.  In other nations’ and 
states’ systems that include these features  routinely, procedures have been developed to ensure 
both widespread teacher involvement – often as part of professional development time – and to 
create common standards and high levels of reliability in evaluating student work.  A range of 
models are possible, and the consortium would serve as a resource to individual states in 
developing and implementing strong, efficient approaches.  
 
5. Develop Technology to Support the Assessment System: Technology should be used to 
enhance these assessments in a number of ways:  by delivering the assessments; in on-line tasks 
of higher-order abilities, allowing students to search for information or manipulate variables and 
tracking information about the students’ problem-solving processes; in some cases, scoring the 
results or delivering the responses to trained scorers / teachers to assess from an electronic 
platform. Such a platform may also support training and calibration of scorers and moderation of 
scores, as well as efficient aggregation of results in ways that support reporting and research 
about the responses.  This use of technology is already being used in the International 
Baccalaureate assessment system, which includes both on-demand and classroom-based 
components.   
 
In order to gain the efficiency and cost benefits of machine scoring and the teaching and learning 
benefits of teachers’ moderated scoring, a mixed system could be developed where computer-
based scoring is incorporated on constructed response tasks where useful – though teachers 
would score some of these tasks for anchoring and learning purposes – while other tasks that 
require human scoring engage most teachers in scoring to support improvements in instruction.   

 
RESPONSIBILITIES OF ALL SEAs PARTICIPATING IN THE CONSORTIUM 

 
1) Each participating SEA in the Consortium will appoint a key contact person. 
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2) These key contacts from each State will maintain frequent communication with the 
parties administering the Balanced Assessment Consortium to facilitate cooperation 
under this MOU. 

 
3) Participating SEA grant personnel will work together to determine appropriate 

timelines for project updates and status reports throughout the whole grant period. 
    
This Non-binding Memorandum of Understanding shall be effective beginning with the date of 
the last signature hereon: 
 
SEA Superintendent/- Participating State 
Chief/Commissioner (or equivalent authorized signatory)  
 

 

  
 
1-7-10 

Signature   Date 
        
Susan A. Gendron  Commissioner of Education 

Maine Department of Education 
Print Name   Title 
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Signatory States 
Consortium Developing Balanced Assessments of the Common Core Standards 

 
Alabama 
Arizona  
Arkansas 
California 
Connecticut 
Delaware 
Illinois 
Indiana 
Georgia 
Iowa 
Kansas 
Kentucky 
Maine 
Maryland 
Massachusetts 
Michigan 
Mississippi 
Missouri 
Montana 
Nebraska 
New Hampshire 
New Jersey 
New York 
North Carolina 
North Dakota 
Ohio 
Oklahoma 
Pennsylvania 
Rhode Island 
South Carolina  
South Dakota  
Tennessee 
Utah 
Washington DC 
West Virginia  
Wisconsin 
Wyoming 

 
 
 





























  
PO Box 1355 

Vienna, VA 22183 
571-213-3192 

Email: cmason@edimprovement.org 
www.edimprovement.org 

 
  
January 19, 2009 
 
Office of Elementary and Secondary Education 
Attention: Race to the Top Assessment Program 
U.S. Department of Education 
400 Maryland Avenue SW 
Room 3E108 
Washington, DC 20202 
 
To Whom it May Concern: 
 
Thank you for the opportunity to comment on the proposed Race to the Top Assessment Program. We 
applaud the Department for taking the initiative to establish an ambitious and competitive process to 
revise the standardized assessments.  This is long overdue. For far too long children and teachers have 
suffered as states have systematically implemented a wealth of procedures that have dramatically 
revised the school calendar as schools, districts, and states have scrambled to show that students are 
scoring higher scores on outdated and antiquated tests. We are looking forward to an era with a renewed 
emphasis on TEACHING and INSTRUCTION. 
 
In preparing this response, we have reviewed testimony by others and attended three of the public RTT 
Assessment meetings. We have also reflected on research regarding learning and achievement.  As the 
Department proceeds with synthesizing all of the input it has received, we urge you to consider these 
factors: 
 

1. Technology is available to present exciting options for student demonstration of problem 
solving, teaming, and application of skills.  We hope the Department will encourage applicants 
to push the envelope in the use of these innovative technologies so that higher order thinking 
skills can be demonstrated in creative ways that reflect our everyday use of technology. Tests can 
be interactive and include diagrams, videoclips, and interesting visuals. 
 

2. Research on human learning clearly demonstrates that when individuals are able to set their own 
goals for learning on topics of interest to the individual that more learning occurs.  Knowing this, 
is it essential that each and every child be held to the same standards across a multitude of 
subjects? Or rather would better overall results be obtained if students were to identify perhaps 
2-3 areas/subjects for intensive investigation and be tested at a higher level in these areas, with a 
more general test administered for other subjects?  Let self-determination and student-driven 
instruction be the lynch-pins for this new program of assessments. 

 
We believe, and considerable research on student-centered instruction supports, that when 
students are more engaged that they learn more, more quickly. Recent research in the area of 
universal design for learning (UDL) and related brain research clearly shows that motivation and 
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affective centers of the brain are “lit up” when individuals are pursuing subjects of interest to 
them. CAST and others have described this in relation to Vygotsky’s “zone of proximal 
development” –the optimal zone for learning where individuals are duly challenged but also 
encouraged by their rate of learning. 
 

3. UDL also provides a way to facilitate test accommodations through building accommodations 
into tests, rather than adding accommodations after the test has been designed. Such an approach 
to test design would allow for the greatest consideration of the diversity of learners and their 
needs and strengths and would facilitate testing for individuals with disabilities as well as 
students with limited English proficiency (or English as a Second Language). 
 

4. Those on the front line using the assessments and instructing students need to be involved in 
designing the assessments and reviewing templates for data summary and feedback to teachers. 
We recommend that input be obtained both from panels of teachers representing diverse 
perspectives and also from teachers who have received awards for their teaching excellence. 
 

5. International exam and accreditation systems incorporate teamwork into their measurement of 
student skills --- teamwork is critical to our workforce and should be part of what is measured. 
 

6. Formative assessment and authentic, curriculum-based assessments are key for measuring 
student learning. Rather than designing one test, flexibility is needed so that teachers and schools 
could choose to target the topics/subjects they are emphasizing. This would mean that in addition 
to a common platform of topics, that schools that specialize in the arts, in technology, in math, 
etc. would have options for showcasing their strengths. 
 

7. The assessment design process with the consortia of states, state requirements for procurement, 
and the other Department of Education requirements should not impede our ability to create the 
very best tests.  Sometimes the best designs come not from a group process with all the 
compromises that are often made, but rather from the genius of a single person or a small group 
of people.  However, consensus will be needed at some point.  Knowing this, we urge the 
Department not to burden the creative process or dilute the final product through rigid adherence 
to lock step efforts of a cross-state consortia.  Instead, here are some alternatives: 
 
a. The Department might be able to implement a 2 or 3 step process, perhaps by supporting a 

selected group of researchers, test designers, and educational experts to come together for 2-3 
day meetings (or perhaps a series of meetings) to consider options and barriers and come to 
conclusions regarding the creative aspects PRIOR to the state consortia process.  Perhaps 
then the results of these meetings could serve as a springboard for the state consortia. 

b. A vehicle like the SBIR (Small Business Innovations Research) process might be used to 
fund small scale pilots prior to widescale design and implementation. 

c. Could other ways be found to phase-in the implementation so that adequate feedback and 
consensus is found prior to final development? 

d. States should not be required to stick with the assessment vendors they team with. That 
would be the equivalent of telling consumers to buy a Ford simply because it was made in 
the US rather than allowing performance to be the yardstick for marketplace endorsements. 
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e. Some states may want to sign on to 2-3 consortia as part of different approaches to being 

involved and designing tests. While initially they may be able to sign on to more than one 
team, the number of sign-ons should be limited – this would require states to use some 
discretion in their endorsement process.  Perhaps the competition could include a pre-ap 
phase where up to 3 sign-ons are allowed for individual states. At the point of the invitation 
for the final application, states should be allowed to only sign on to only one plan. 

f. At least three national projects should be funded. 
 
In closing, thanks again for the opportunity to overhaul our archaic assessment systems. We are looking 
forward to this next era of educational assessment and educational innovations. Please contact me if I 
can be of assistance in considering these important next steps. 
 
Sincerely, 
 
Christine Y. Mason, Ph.D. 
Executive Director 
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Founded in 1926, CTB/McGraw-Hill has a long track record of innovation and 
distinction in serving the needs of students, educators, and policy makers with high 
quality, valid and reliable assessments.  Right now, for example, we are delivering online 
writing assessments with artificial intelligence scoring for both formative and summative 
state tests, technology-enriched interim assessments in some of the nation’s largest school 
districts and states, vertical scales that support growth models in a number of state NCLB 
programs, and language assessments that meet the Title III needs of a consortium of 
states.  No organization has greater expertise and experience in building high quality tests 
of achievement on nationally appropriate, K-12 standards, and conducting the rigorous 
large scale research studies required to validate such instruments.  We care deeply about 
the education and testing of our nation’s students, and we appreciate opportunities now 
and in the future to help shape meaningful education reform. 
 
To address the questions on General and Technical Assessment issued in advance of the 
meeting, I offer these observations for the Department’s consideration: 
 

1. Summative assessments—those that have real consequences for students, 
teachers, and schools—must be standardized and validated.  They should be built 
in compliance with the Standards for Educational and Psychological Testing 
(AERA, APA, & NCME, 1999), reviewed and approved by appropriately 
credentialed technical advisory committees, and administered with appropriately 
high levels of test security.  Assessments meeting these requirements may 
measure new Common Core Standards, may include diverse item types eliciting 
complex student performances (see Yen & Ferrara, 1997, for example), and may 
be designed in innovative ways (see Patz, 2006, for example). 

2. If the “through-course” assessments under Department consideration could be 
built and used as “interim assessments” and not used for summative purposes 
requiring standardization, then important goals might be achieved sooner.  Such 
interim assessments can be thoroughly researched, scaled, and linked to 
summative tests through appropriate data analyses.  Freed of the burden of 
standardization and validation required for summative use, these tests could be 
used much more flexibly and in a variety of ways (e.g., administered at different 
times). Test security would be much simpler, teacher professional development 



could be enhanced, and the pedagogical value of a comprehensive summative 
assessment (e.g., at end of course) would not be lost.   

3. It is more important that tools for formative and interim assessments integrate 
seamlessly with instructional practice than it is for these assessments to integrate 
seamlessly with summative tests.  The tools that enable a teacher to utilize student 
performance data in real time or near real time and adapt instruction accordingly 
are distinctly different from the tools required to securely administer a high stakes 
large scale assessment.  Although it is possible to create one system incorporating 
all these tools, separate systems may be more feasible and optimal. 

4. Opportunities to improve the current K-12 state testing landscape abound.  In this 
endeavor much of the finest talent available to help guide this improvement 
resides in the testing organizations.  Finding ways to engage this talent, learn from 
past successes and failures, and leverage existing capabilities, will be critical to 
designing future assessment programs that are truly innovative, technically 
defensible, and feasible. 

 
CTB/McGraw-Hill supports the goals of the Common Core Standards initiative and the 
Race to the Top grant program.  We look forward to opportunities to support the U.S. 
Department of Education, the states and their consortia, and the agencies and 
organizations that are advancing these important goals. 
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The Problem: The “Testing Bind” That is Lowering the Quality of Instruction in America 
 
Over the past two decades, our country has been trying to build a standards‐based accountability 
system as a foundation for a more equitable and higher achieving education system.  In practice, 
however, we have created a test‐based accountability system that does not reflect the standards we 
aimed for at the beginning of the 1990s, much less today’s emerging Twenty‐First Century Skills. The 
state tests, on which the No Child Left Behind  Act (NCLB) rests, are not well aligned with state 
standards.  These tests, with only a few exceptions, systematically overrepresent the most basic skills 
and knowledge and omit the complex knowledge and reasoning skills we are seeking in the Twenty‐First 
Century.1 The misrepresentation of standards by most current accountability tests has had negative 
effects on teaching and instruction, especially for poor and minority students.  The tests carry 
consequences, and many educators serving poor students aim to raise test scores in the most direct—in 
some cases, the only—way they know:  They provide practice on exercises that substantially match the 
format and content of their state’s end‐of‐year accountability tests.  Principals and district 
administrators encourage this practice.  They provide practice materials, and they introduce interim 
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assessments that largely mirror the end‐of‐year tests rather than modeling the kinds of performance 
intended by the standards.  Though no one intended to do so, we have created a “testing bind” that, as 
it tightens, drives attention away from the intended standards.  The effects are greatest in the poorest 
schools.   

 
The Solution:  An Educative Assessment System 
 
It is possible to rectify the testing bind by creating an Educative Assessment System that, taken as a 
whole, provides reliable accountability for student, school, and educator performance; models the kinds 
of instruction that are valued; and provides detailed guidance to teachers as they work to ensure that 
each individual child meets the standards and expectations.  There is little likelihood that any single 
testing instrument can meet all three of these goals.  But an Educative Assessment System can meet all 
three  and can move overall education performance upward.   
  An educative assessment system would meet the four main goals of assessment—one, modeling 
the kinds of student performances we aim for; two, providing diagnostic tools for instruction that meet  
individual student needs; three, holding the education system accountable for its results;  and four, 
certifying student competence—through a system of assessments that are linked  but do not directly 
mirror one another.  Consider a system made up of the following assessments:   

• End‐of‐year summative tests (end‐of‐course exams in high school).  These would likely be mostly 
machine scorable for cost  and technical reasons,2 thus limiting the extent to which the tests  
can align well to standards that call for high levels of cognitive processing.   Experiments with 
new technologies could change this limitation over time,3  but it will likely be several years 
before these new approaches are ready for widespread use. Meanwhile, intelligent use of 
current forms of summative testing can be used as part of an educative assessment system.  But 
it will be important not to mimic them in interim assessments and workbook materials. 

• End‐of‐unit examinations.  The current interim assessments that mimic end‐of‐year 
accountability tests would be discontinued in an educative assessment system.  In their place, 
states can implement end‐of‐unit performance examinations that model the kind of high 
cognitive demand instruction intended by the state’s standards.  To build such end‐of‐unit 
exams, states will need to adopt curriculum and instruction based on the state’s standards that 
spell out what should be taught, and perhaps provide detailed guidance to schools wishing to 
actively prepare their students for the exams.  This is a logical step in ending the testing bind: 
Instead of supporting the use of practice materials that mimic end‐of‐year tests, states can 
provide instructional tools that help teachers prepare students for the end‐of‐unit 
examinations.4  The end‐of‐unit examinations can and should include extended written work 
and others kinds of performances.   Student responses can be graded locally (teacher 
participation in grading is a good form of professional learning).  Teacher grades can be 
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validated using one of a number of methods that have been used in other countries (e.g., cross‐
school or cross‐state grading exercises; re‐grading of a sample of student papers at the state 
level).  Validated interim examination grades can constitute part of a school’s accountability 
score.5  

• Formative assessments.  These are locally administered assessments given in the course of 
teaching.  They are intended to guide the teacher (and perhaps students themselves) in next 
steps for individual students.  They may consist of tools for recording observations of students 
at work (e.g., listening to students read; evaluating the quality of small group discussion) as well 
as brief exercises built into the teaching process.  There is no need for formative assessment 
data to be processed centrally; what matters is the swift and intelligent flow of information back 
to teachers, perhaps accompanied by detailed suggestions for instruction.  Traditional criteria of 
psychometric reliability and generalizability do not apply because no major, long‐term decisions 
will be made on the basis of formative assessments in educative assessment systems.  Formative 
assessments should carry no “stakes”—for student, teacher or school.  

 

The Opportunity:  An Open Window for an Educative Assessment System  

The current moment in American education reform presents a unique opportunity for creating one or 
more models of educative assessment for this century.  The opportunity is created by the emerging 
common core standards.  Mathematics and literacy standards will soon be released for state 
consideration.  There is a high likelihood that many states will adopt these standards and will then be 
seeking to build consortia for implementing them.  If states proceed as in the past—directly from 
standards statements to end‐of‐year tests—it is entirely possible that the new tests will not be 
substantially different from current ones, and that the testing bind will continue unabated. 
  But the adoption of common core standards also contains the opportunity to move in a new 
direction.  The standards will outline a rough set of expected learning progressions—perhaps four to   six 
expected topics to be taught, student competencies to be achieved—for each school year.  These 
progressions will represent the best wisdom of practice that we now have.  The standards‐based 
progressions can be used to get to work on defining curriculum/instruction guidelines that can form the 
basis for new end‐of‐unit examinations.  Research can be built into the plans for creating and using 
these exams, both to guide instruction and as part of accountability; we do not have to wait until the 
research is complete in order to begin.  Meanwhile, new formative assessment systems are coming into 
use, some making maximal use of new technologies that will likely transform how we use data and 
information in education.  As a nation, we are ready to assemble new teams and make real progress 
toward an educative assessment system. 
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  The toughest part of getting started may be in the formation of consortia of states, assessment 
and examination developers, and organizations that can assist in implementation of the new systems.  
Progress is underway in each of the parts of the educative assessment system (summative tests, end‐of‐
unit examinations, formative assessments)—but there is no one organization that has a track record in 
all three of them.  Existing organizations will have to join in new associations. States may wish to work 
with more than one of these as they develop their educative assessment systems.  The request for a 
proposed Race to the Top Assessment Program should therefore allow for maximum flexibility in 
assembling the components of an educative assessment system, while still asking for evidence that the 
new consortia will likely be able to design and implement a real system¸ not just a collection of parts. 
 

 

 

 

 
1 The problem cannot be fixed by changing cut scores, so that states no longer deem as being proficient test 
performances that barely meet NAEP standards for basic levels of achievement.  The tests are fundamentally  
misaligned with Twenty‐First Century expectations. For an analysis, see Resnick, L. B., Stein, M. K., & Coon, S.  
(2008). Standards‐Based Reform: A Powerful Idea Unmoored. In R.D. Kahlenberg  (Ed.). Improving On No Child Left 
Behind: Getting Education Reform Back on Track. New York: The Century Foundation Press. 
2 In current testing technology, a large number of independent items are needed to ensure generalizability of test 
scores. 
3 See National Academy of Education. (2009). Education Policy White Paper: Standards, Assessment, and 
Accountability. Washington, DC: Author. (Available at www.naeducation.org). 

4 For a description of approaches to providing this kind of instructional guidance in forms that do not suppress 
teacher ingenuity and judgment, see Resnick, L.B. (in press). Nested learning systems for the thinking curriculum. 
Educational Researcher. 

5 For example, 60% of the score might be based on traditional‐format summative tests; 40% on cumulated interim 
examinations. 
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I would like to spend my time today addressing the last question posed by the Department : Are there other 
issues that need additional focused research? 

Initiatives come and go. Who thinks about asking students how they like to learn? 

 
Discussions about standards and assessments reminded me of something I contributed to an online 
dialogue about the California Master Plan in 2002. At the time, I had just helped an 8th grade student in 
his research for a paper he was doing on education. His last question to me was this: ” how do people 
decide what kids need to learn? I added two questions to that: WHO are those people and WHY do they 
have such authority?  

 
I told him that there are philosophical differences among people around the world as to what children 
need to learn, when they need to learn it and who should teach them. I even asked him how much of 
what he learns does he think he will recall? How much of what he learns will he apply? How much of 
what he needs to learn does he already know?  

 
Who, exactly, is setting the standards? Regardless of the answer, I don't think that raising standards in 
the existing system is going to change it into anything other than what it is.  

 
Don't we want to teach our children  to think critically for themselves, to make better decisions than we've 
made? Don't we want our kids going to schools that encourage and foster the different ways to make 
learning happen? How will such a focus on testing and standards ensure such an outcome? I hope we're 
learning to teach our children to look for meaning in their lives and not just disconnected facts.” 

I said that eight years ago – and here we are today and for me, the same questions apply, the same 
concern over narrowing of the curriculum, the same concern expressed by others in the question, “ Are 
we measuring the wrong end of the student? (seat time). 

Someone far greater than me once said that education is not about the filling of a bucket but the lighting 
of a fire.  

You ask, “Are there other issues that need additional focused research?” 

Some parents with students at our high schools are pleased because the teachers like their children yet 
some of these same students are receiving 3.5 GPAs and higher yet they cannot pass the state’s high 
school exit exam. This should be exhibit one in the argument that parents don’t know what questions to 
ask or what to look for and worse, that the school, the district and the state have failed to build the 
requisite capacity in the school community to fully comprehend standards and assessments and what 

  



 

the students need to and are expected to learn. It  also exposes grade inflation and begs a broader set of 
assessment questions for me.  

Parents are not generally welcomed as partners in policy making and decision making in LAUSD. As 
perhaps a provocative example, when it comes time to talk about wages and benefits and working 
conditions for the teachers who are teaching our children and administrators who are running our 
schools, union representatives sit down with the district to talk about such things but the parents are not 
included in the dialogue. We and our children are the clients and we need to be included in these 
discussions which are directly connected to student achievement and our budget crisis. All the talk about 
teacher quality, employee evaluation, seniority, etc. raises some questions for parents about how 
districts deal with collective bargaining and what is truly in the best interests of children. 

Schools also don't always educate parents to become equal partners in shared school-site decision-
making councils; they often just don't want us involved. 

Last May, I was a part of a group of parents presenting to the California State Board of Education about 
the inadequate training of parents which has led to a lack of capacity and frankly, a lack of trust. Parents 
routinely see little monitoring and evaluation of decisions to track results and as we all know you cannot 
manage what you don’t measure. Schools often fear having candid conversations around data and when 
they do wade in, there is difficulty in having a common conversation with all members of the school 
community. 

Practice is a reflection of what we value. 

I am here to make the case for the need to include parents – and secondary students - in the 
assessment and evaluation of teachers, principals and other administrators and yes, even 
superintendents. We parents are consumers – like everyone – but in this case, we’re consumers of 
educational services provided to our children. In the commercial marketplace, when products and 
services are introduced, it is typical that consumers are engaged in such development. Their opinions 
are sought, surveys are taken, user groups are assembled and polled and certainly in the standards and 
assessment business, providers must recognize that users and developers work together to seek 
solutions.  

Where in RttT is the commitment and specific acknowledgement and recognition of the need to build 
capacity in our parents and in our broader school communities? 

I would like to see pilots of a school inspection system, an “inspectorate”, if you will, as suggested by 
California’s Stephen Blake. Blake speaks of a state-specific inspection framework but perhaps this idea 
could be introduced as a part of or in conjunction with Randy Bennett’s school-based model for 
assessment innovation… even while recognizing Tom VanderArk’s conclusion in 2005 that “giving failing 
schools autonomy is a bad idea”. We must change the culture to embrace, train and trust parents and 
families as partners in this work. 

Here are a couple of additional candidates for research by the Department and consortia: 

The draft of California’s RttT plan dated January 5, 2010 included a bullet point to “Increase choice and 
empowerment of parents” and stated that “California is encouraging…parent-school partnerships to 
improve student achievement…” It goes on to say that parents in the lowest-achieving schools as 
defined by RttT will have the option to apply to transfer to a higher performing school in another 
district…”   

Is opting-out an example of partnership? Instead of abandoning the system, we should be driving it. 
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“Furthermore”, the draft states, “parents in schools that are in multiple years of program improvement 
can trigger one of the turnaround options under RttT”. If one were to rank the lowest performing schools 
in California now, one would find some charter schools near the bottom of the list.  

Scott Marion asks, “Do other forms of school reform work better?” 

Well, parents with students in failing charter schools have already pulled the trigger yet the schools are 
still failing their children - NOW WHAT? 

The Chancellor of the California State University system publicly stated at the launch of CSU’s Center to 
Close the Achievement Gap last summer that less than 50% of the algebra teachers in California had 
ever taken a course in it or were taught to teach it. Would you consider this important information when 
considering student assessments? 

Has there been any thought given to the time, resources, the learning curve in successfully adopting any 
of the suggested courses of action with respect to assessments of any kind? A new district bulletin will 
not change district culture. 

 
If we parents do not take charge of our children's education, no amount of "reform" is ever going to fix the 
schools. Unless parents get organized and get informed, no amount of money is ever going to be 
enough. By the way, I would deeply appreciate someone showing me the studies proving a connection 
between increased spending and increased learning? 



  

  

 



 

 
 
 
 
 
 
 
 
 
 
January 20, 2010 
 
Office of Elementary and Secondary Education 
Attention: Race to the Top Assessment Program—Public Input Meetings 
U.S. Department of Education 
400 Maryland Avenue SW 
Room 3W339 
Washington, DC 20202 
 
To Whom It May Concern: 
 
On December 24, 2009 the U.S. Department of Education issued notice of additional public and expert input 
meetings and request for input on the Race to the Top Assessment Program. The notice includes questions under 
the topics of Project and Consortium Management, Procurement, and General and Technical Assessment. We 
thank the Department for the opportunity to comment. Below are recommendations from Pearson on each topic. 
 
Project and Consortium Management 
While there are a number of consortium models that states may consider when forming an assessment 
consortium, given recommendations provided by expert witnesses at the January 13-14 public meetings, and our 
own experiences, it is worth replicating and building on the American Diploma Project (ADP) Algebra I & II 
consortium model. Key lessons learned from the ADP Assessment Consortium are described in the June 2009 
panel presentation from the Council of Chief State School Officers (CCSSO) National Student Assessment 
Conference attached to this document.  
 
The ADP consortium model includes the following desired characteristics. 
 

 Organized by a lead state 
 Operated by a consortium board (one member from each state’s department of education) 
 Managed by a project manager (third party convener to the states and manages the contractor) 
 Ongoing participation of K-12 and post-secondary educators 
 A focus on post-secondary validity research 

 
Ohio serves as the lead state and contracts directly with Achieve for external management of the consortium and 
with Pearson for assessment development and delivery. The participating states executed a multistate 
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2510 North Dodge Street 
Iowa City IA 52245 USA 
Telephone: 319 339 6407 
Fax: 319 358 4224 
jon.s.twing@pearson.com 
 



 

procurement participation agreement amongst themselves, a memorandum of understanding with Achieve, and a 
task order with Pearson to purchase the assessment. Nine states constituted the original consortium; which has 
expanded to include six additional states since its inception. A similar procurement model would work well for a 
RTTT common assessment consortium which may also grow over time as states transition from their current 
assessment programs.  
 
For any new consortium formed, ideally the states will have agreed on the purposes and goals of the assessment 
prior to entering the consortium and will therefore be participating as equal partners (e.g., one vote per state). In 
consortia where there is variation in the level of usage by states (e.g., one state makes the assessment a district 
option and another state requires the assessment) or the stakes attached to the assessment (e.g., no stakes 
versus used for accountability), it may be necessary to establish tiers of participation levels whereby some states 
are allowed more weight in decision-making than other states. Detailed governance structures need to be in place 
early to define how decisions will be made.  
 
Due to the size and complexity of consortia that are likely to form from the RTTT common assessments it may be 
necessary for consortia to: 

 Be organized by more than one lead state (e.g., one lead could focus on K-8 assessments and the other 
lead could focus on high school assessments). 

 Utilize multiple assessment contractors (preferably a prime contractor with one or more subcontractors). 
 Create steering committees among state members to ensure adequate progress in key areas (e.g., 

technology and innovation, integration of curriculum and assessment, professional development, and use 
of data for decision making). 

 Fund assessment development through the consortium (versus funded through the contractor) to 
establish a fixed price model. 

 
The more committed the consortium members are to working as a unit, and share common purposes and 
intended uses for the assessment, the more efficient and successful the consortium will be. Significant amounts of 
customization by individual states will take-away from the benefits of working as a consortium and the ability to 
effectively compare results. Financial gains will also be reduced as the variability increases amongst the 
consortium.  
 
Procurement 
We agree with the competitive procurement process recommended at the January 13-14, 2010 public input 
meetings: 

 States establish consortia and apply for RTTT assessment grants. 
 Each consortium develops an RFP to procure a contractor or contractors for its common assessment 

program. 
o The RFP would include all of the standard terms and conditions which are mandated for the 

participating states, so the participation by each state’s procurement and Attorney General’s 
office is vital at this stage in the process. 

o The RFP would be led by the lead state. 
 The Department awards funds to qualified consortium assessment applicants. 
 Successful consortia release the RFP for contractors to bid on. 



 

o Sufficient time must be allowed to contractors for the Q&A process, as multiple states are 
involved extra time should be allotted. 

o The deadline for submission of proposals should take into consideration the challenges that 
contractors will encounter in responding to a proposal of this magnitude.  

 Contractors submit proposals to the lead state. 
 Consortia award vendor contracts. 

 
Based on our experience, at least two months should be allowed from release of the RFP to submission of 
proposals by contractors, to allow sufficient time for Q&A and for contractors to include any answers received 
during the Q&A into the design of their response and bid. Following the submission of responses, the consortium 
may need one to two months to select a contractor or contractors, and then an additional two months to 
harmonize the terms and conditions and finalize the contract. Given that the Department likely will award RTTT 
assessment grants in September 2010, we anticipate most vendor contracts will not be in place until late in the 
first quarter of 2011.  
 
When developing RFPs to select a contractor, states should include specific requirements for standardization, 
comparability and quality. For example, the management system supporting the constructed response scoring 
system should have industry recognized certification and follow processes to promote rigor and consistency, such 
as International Organization for Standardization (ISO) certification. When procuring technology solutions, states 
should require systems to be open in order to avoid becoming locked in to any single vendor’s products and 
services.  The most effective way to ensure vendor independence is to pursue interoperability.  Interoperability, 
when used to describe computing systems, implies that they were designed to work with other systems which 
adhere to a common standard for communicating.  There are two common approaches to achieving vendor 
independence, open architecture and open source software. The Department should encourage states to require 
open architecture not open source software.   
 
Open source software is a software licensing model whereby the source code for the software product is made 
available in the public domain for anyone to modify as they see fit.  The attraction of open source software is that 
the software can be procured without paying licensing fees to a vendor.  Additionally, if the consumer of the 
software wants to enhance or extend the software product, they have the ability to apply their own software 
engineers to create the next version.  The trade off for these benefits is that the consumer assumes the burden of 
ensuring the system is compatible with the rest of their computing environment.  An example of open source 
software is the Linux operating system. There are many versions of Linux available as open source products.  If 
you select a version which is in some way not compatible with your computer, you must either work directly with 
the vendor/distributor to correct the problem, or modify the product yourself. 
 
Open architecture is a software design principle in which software products are built around industry standards so 
that components from multiple vendors can be interchanged without modification. With the open architecture 
approach, vendor independence is implicit in the model as each vendor’s products are designed to interoperate 
with products from other vendors based upon industry standard protocols for data storage and communication. 
Web browsers and web servers are good examples of open architecture software products.  Since browsers and 
servers are both built upon a set of standard protocols (HTTP), users do not need to know which vendor’s web 
server is being used to host content. Similarly, the creator of the content does not need to worry about which 



 

browser is being used to retrieve the content as the underlying architecture has been designed to ensure 
compatibility. Within the education domain, open architecture standards exist such as the Schools Interoperability 
Framework (SIF) and the Question and Test Interoperability Framework (QTI). There are many solutions available 
in the market that have been designed to interoperate based upon these standards, some of them are distributed 
under open source agreements, some are licensed through software vendors. 
 
When establishing guidelines for procuring software for states or consortia, it is our recommendation that the 
guidelines pursue vendor independence through the use of open architectures versus open source software.  
With interoperability as the primary means to achieve independence from any single product or vendor, we 
believe mandating open source products will limit the number of available solutions unnecessarily without 
specifically addressing the goal of vendor independence. 
 
General and Technical Assessment 
Both the federal government and the States have invested a significant amount of time and money in existing No 
Child Left Behind (NCLB) assessments and accountability systems. Some amount of preparation and transition 
will be required before states are able to support and implement the new generation of assessment systems. In 
our December 2 response, we proposed a bridging strategy that will allow states to move from today’s primarily 
paper-based, multiple-choice summative assessments to significantly enhanced summative assessments. 
Ultimately states would move to an integrated student-centered learning system with on-demand assessments 
throughout the school year that are linked with instruction and provide information for continuous teacher capacity 
building and professional development. This bridging strategy recognizes two core functions of educational 
accountability that must be preserved in the transition: 

1. Provide individual student achievement data.  
2. Support meaningful comparisons across schools, states, and internationally. 

 
Our motivation for proposing a bridging strategy is to first prioritize transition to an online platform with significantly 
enhanced summative assessments as the primary assessment of record. This assessment would most likely start 
as a fixed-form, online criterion-referenced test administered at the end of the year, but would become more 
flexible and adaptive as we move into the future. This bridge assessment would initially be comprised of English 
language arts (ELA) and mathematics for grades 3–8 and a series of end-of-course assessments for middle/high 
school. The content domain for the bridge assessment would be defined by the common standards, and 
operationally defined through specific item and test specifications. The assessment, however, would have a 
greater focus on performance-based assessment and problem-solving, with items and tasks that—thanks to 
ongoing research and innovation in both item design and technology—produce information regarding students’ 
academic knowledge and skills that until now have been difficult to assess with traditional multiple-choice tests. 
 
As we push the envelope with new technologies in computer-based assessment to better capture and measure 
student performance, we do not want to be limited or constrained to strict comparability of traditional paper 
multiple-choice tests or formats; however we do want to ensure students are assessed in fair and equitable ways 
in both modes. It is not so much that we should seek paper-based assessments and online assessments to be 
comparable in a psychometric sense so much as we should make them compatible together in parts of a larger 
system.  
 



 

Similarly, as we develop and implement new systems of assessment and learning including new measures, we 
need to routinely collect and use sound, research-based evidence to ensure the system and its components are 
valid, reliable, and fair so that we can continuously refine and improve the system without being mired by the past 
or abandoning rigor and quality.  
 
If you have any questions or would like to discuss our response further, please contact me at 319-339-6407 or by 
email at jon.s.twing@pearson.com or my colleague Shilpi Niyogi, Vice President, National Services, at 202-434-
0975 or by email at shilpi.niyogi@pearson.com 
 
Sincerely, 
 

 
 
Jon S. Twing, PhD 
Executive Vice President 
Assessment & Information Group of Pearson 
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Welcome and Introductions 

• Laura Slover—Vice President, Content and Policy Research, 
Achieve

• Stan Heffner—Associate Superintendent for Curriculum and 
Assessment, Ohio Department of Education

• Gayle Potter—Associate Director for Curriculum, Assessment and 
Research, Arkansas Department of Education

• Bernie Sandruck—Mathematics Professor and Division Chair, 
Howard Community College

• Shilpi Niyogi—Vice President, National Services, Pearson
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Agenda
• Lessons Learned

– Forces shaping the American Diploma Project & the 
Assessment Consortium

– State Leadership Perspectives from Arkansas and Ohio
– The Assessment Vendor’s Role as a Partner in Reform
– Higher Education’s Role

• The Road Ahead
– Where do we go from here?



Forces Shaping the American Diploma 
Project & the Assessment Consortium
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Achieve and the American Diploma Project

• Achieve was created by the nation’s governors and business 
leaders in 1996 following the first National Education Summit. 

• Achieve is a bipartisan, non-profit organization that helps states 
raise academic standards, improve assessments, and strengthen 
accountability to prepare all young people for postsecondary 
education, work, and citizenship.

• Achieve currently is working with 35 states through the 
American Diploma Project (ADP) Network to design and 
implement policies that aim to close the “expectations gap.”
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The American Diploma Project
• The American Diploma Project (ADP) was created to ensure all 

graduates leave high school ready for college and careers.

• Early research by ADP sought to identify “must-have” knowledge 
and skills graduates will need to be successful in college and the 
workplace.

• Found a convergence between the skills that high school graduates 
need to be successful in college and those they need to be 
successful in a job that supports a family and offers career 
advancement. 

• Developed ADP benchmarks that include the core content and skills 
in mathematics and English all students should have when they 
graduate high school.
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ADP Key Findings

• In mathematics, graduates need strong computation skills, 
ability to solve challenging problems, reasoning skills, geometry, 
data analysis, statistics, and advanced algebra. 

• Essentially, they need the content and skills typically taught in 
courses such as Algebra I, Algebra II and Geometry, as well as 
data analysis and statistics.

• In English, graduates need strong reading, writing and oral 
communication skills equal to four years of grade-level 
coursework, as well as research and logical reasoning skills.



88

72%

48%

41%

38%

62%

29%

34%

32%

College students
Students who did not go to college

The Majority of Graduates Would Have Taken Harder 
Courses, Particularly in Mathematics 

Knowing what you know today about the expectations of college/work …

Would have taken 
more challenging 
courses in:

Would have taken more 
challenging courses in at 
least one area

Math

Science

English

Source: Peter D. Hart Research Associates/Public Opinion Strategies. (2005) Rising to the 
Challenge: Are High School Graduates Prepared for College and Work? Washington, DC: 
Achieve. 
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ADP Policy Agenda:
Close the Expectations Gap

• Align high school standards with college and career 
expectations.

• Require all students to take curriculum aligned with 
standards. 

• Include “college-ready” tests, aligned with state 
standards, in high school assessment system.

• Hold high schools accountable for graduating students 
college- and career-ready, and hold postsecondary 
institutions accountable for student success.
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35 ADP States Working Toward 
Alignment
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ADP Assessment Consortium

• Arkansas, Indiana, Kentucky, Maryland, 
Massachusetts, New Jersey, Ohio, 
Pennsylvania, Rhode Island

• Ohio acted as “lead state” in   unprecedented 
multi-state  procurement arrangement

• Pearson awarded contract in 2007 with 
addition of Algebra I in 2008

• Since the consortium began, six additional 
states have joined: Arizona, Florida, Hawaii, 
Minnesota,  North Carolina, and Washington.

More states are expressing
interest in the exam and
joining the consortium…

In summer 2006, nine states issued RFP for the 
development of an Algebra II EOC Exam:
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Purposes of the Common Exam

The ADP Algebra I and II Exams are designed to serve 3 goals:

• To improve high school curriculum and instruction and to 
help ensure rigor and consistency for the sake of equity

• To provide a common measure of student performance 
within and across states over time 

• To serve as an indicator of readiness for more advanced 
course work, specifically:

− The Algebra II EOC exam is designed to assesses 
readiness for first-year college credit-bearing courses, 
but not intended as a replacement for existing college 
placement tests
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Exam Content Standards and Design

• States worked together to agree on test content and design 
specifications:

– Involved state mathematics leads, high school teachers and 
two-and four-year higher education mathematics faculty

• The resulting ADP Algebra II End-of-Course standards are 
generally aligned with ADP mathematics benchmarks, which 
represent knowledge students should have to be prepared for 
postsecondary success

– Performance levels will be common across states

– Consortium cross-state report published annually



State Leadership in Building and 
Sustaining an Effective Consortium
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Consortium Structure

ADP Assessment Consortium States
Arizona, Arkansas, Florida, Hawaii, Indiana, Kentucky, Maryland, Massachusetts, Minnesota, New Jersey, 

North Carolina, Ohio, Pennsylvania, Rhode Island and Washington
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The Coordination and Direction Team

• Includes assessment directors or other high-ranking policy-
making officials from each member state in the consortium

• Oversees production and implementation of the Algebra I & II 
program

• Ensures that legal and policy needs of each state are addressed 
during team deliberations and decision making
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The CDT and Decision Making

• The CDT states have:

– Multiple representatives

– One vote

• Process of consensus, collaboration, and compromise:

– Relating to the policies of each state

– Repeated as necessary

– Less discussion time needed as process matures

• For legal matters, decisions must be unanimous
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New State Members

• Membership is extended to any state wanting to join

• New member states must:
– Agree to terms stated in the contract (but may add 

language)
– Participate in all CDT meetings, item development and 

review meetings
– Make firm, long range commitments

• Contractual
• Personnel
• Financial
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Ohio: Role of the Lead State

• Appoint a procurement officer

• Conduct procurement 

• Provide guidance to the CDT

• Administer the contract

– Manage contract amendments

– Incorporate new states into the contract



2020

Procurement Award
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Challenges of a Consortium

• Future funding
– Riches to rags

• Algebra II (?) in high schools
• Achieving acceptance with:

– Students
– Colleges: Use as a placement exam?

• CCSSO “common core” curriculum
– “Race-to-the-Top”

• Mode of assessments:  Change in the air
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Challenges of a Consortium

• States have different requirements for
– Accommodations
– Calculator usage
– Data collection and reporting
– Test Security guidelines and procedures

• Variances in curriculum standards exists among the member 
states
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Ohio: Lessons Learned

• Start the process early
– The legal process can be lengthy
– Have a lawyer shepherd the process

• Can your state enter into a joint purchasing agreement?

• Plan for multiple agencies and levels of review and approval:
– RFP
– Proposals
– Joint purchasing/contracts
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Benefits of a Consortium

• Interstate and Intrastate Comparison
– Valuable information within state and throughout nation

• Financial Efficiency
– Item development
– Processing
– Better use of staff and resources
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Benefits of a Consortium

• Information sharing
– Joint problem solving to accommodate member states
– Best practices and alternative approaches

• Proactive Policymaking
– Prepares states for any future move to common standards
– Advantage in “Race-to-the-Top” funding
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Arkansas: Lessons Learned

• Important to have high-level state leaders involved from the 
beginning
– Commissioner James served on the RFP selection 

committee, met with higher education officials in the state 
to discuss use of the exam, and promoted the consortium 
as a positive endeavor among his constituencies

• Alignment between standards and curriculum

• Importance of commitment in terms of participation and state 
funding
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Arkansas: State Leadership Commitment

• Arkansas has aligned its Algebra II curriculum to ADP standards as 
one of the original ADP states

• This effort is a good fit with legislation and policy in Arkansas, 
especially in regards to the Smart Core Curriculum

• Dr. James was committed to working through the procurement 
issues among the states, determining the appropriate language in
contract, and devoting resources from Arkansas to ensure smooth 
implementation

• Participation in this consortium has been a springboard for 
Arkansas’ involvement in the state-led common standards 
movement now underway



The Assessment Vendor’s Role as a 
Partner in Reform
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The Role of the Assessment Vendor as 
Partner in Reform

In close collaboration with the States and Achieve:

• Balance critical state-level needs and constraints with 
broader Consortium objectives in a pragmatic way 

• Design and implement validity research to support standard-
setting and longer-term program goals

• Facilitate communications with key stakeholders including 
teachers, students, parents, policymakers and the public at 
large

• Learn to be more flexible, nimble in response to evolving 
state and national education policies and practices
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The Role of the Assessment Vendor

Pearson’s scope of work on the Algebra I & II exams includes:

• Item and test development (retain ownership of items)
• Paper and online test administration
• Scoring and reporting
• Psychometric and research services
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Strong Commitment to Research 

• Achieve, the Assessment Consortium, and Pearson share this 
commitment

• Guided by the Research Alliance comprised of leading national 
experts  from higher education, mathematics, psychometrics, 
and education policy 
– Particularly influenced studies that will inform Algebra II 

standard setting, given the college-ready component
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Approach to Standard Setting

• Given the multiple purposes of the exam, in November 2007 
the Research Alliance, recommended various validity studies 
prior to standard setting

• Standard setting was delayed until after the spring 2009 
administration

• Benefits of this approach
– Time for additional studies
– Time for additional instruction
– Time for a full implementation of the ADP Algebra II Exam
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Algebra II Validity Studies Overview

Based on recommendations from the Research Alliance, Achieve 
and Pearson designed a number of studies to inform ADP 
Algebra II standard setting.

• Concurrent validity studies
– State-level high school exams
– National-level “college-ready” placement exams

• Cross-sectional validity studies
– Predictive
– Criterion

• Judgment studies
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Other Research to Inform 
Standard Setting

Standard setting will also be informed by other research 
conducted by Achieve:

• Analysis of Algebra II standards across numerous states
• Aligned expectations 
• International perspective
• Analysis of college syllabi from judgment study participants
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Algebra II Validity Studies: Timeline

Task Dates

Decision made to defer standard setting until 
after spring 2009 administration

Dec 2007

Validity research plan drafted July 2008

Validity studies conducted Aug 2008-May 2009

Spring 2009 administration May 1-June 12, 2009

Standard setting July 22-24, 2009

Spring 2009 scores available online August 24, 2009
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Standard Setting

• 2 ½ day meeting in Chicago: July 22-24, 2009
• Participants include one representative from DOE each of the 

15 ADP Assessment Consortium states and 14 Achieve selected 
participants

• Briefing book model 
• Each performance level will describe student proficiency in 

Algebra II and preparedness for the first credit-bearing college 
mathematics course

• Well Prepared, Prepared, and Needs Preparation
• Panel will make a recommendation to Achieve
• Achieve will decide the final cut scores



Higher Education’s Role
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Maryland: A history of collaboration 
Between K-12 and Higher Ed

• Before ADP
– Core Learning Goals/High School Assessments
– Bridge Goals

• Higher Ed & the ADP programs
– Began with -

• Two professors of mathematics on the state ADP 
benchmark committee 



39

Maryland:  Higher Ed Participation in 
ADP projects

Roles of Higher Ed representatives:

• Convened Benchmarks discussion meetings
• Disseminated information
• Recruited participation in item development
• Recruited participation in research studies

39
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Maryland: Higher Ed Participation

Maryland’s higher education participation in the development of 
the ADP Algebra II Exam:

• Scope of content
• Analysis of potential test items
• Development of scoring rubrics
• Cross-sectional studies   
• Judgment studies
• Exam standards setting
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Maryland: Cross-Sectional Studies

• Sept 2008 predictive study (628 students)
– University of Maryland College Park (Precalculus)
– University of Maryland Baltimore County (Precalculus)
– Howard Community College (College Algebra)

• Nov/Dec 2008 criterion study (331 students) (Intermediate Alg.)
– Howard Community College 
– Cecil College 
– Anne Arundel Community College
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Maryland: Cross-Sectional Studies

• Matched a student’s ADP score to his/her final mathematics 
course grade to determine:
– For predictive studies, how well a student’s performance on 

the test predicts his/her performance in the math course
– For criterion studies, how well the test assesses what is 

taught in the math course

• Final results from the study will be shared with the standard 
setting panel in July
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Maryland: Judgment Studies

• One or more College Algebra or Precalculus professors 
participated in the ADP Algebra II Judgment Studies in March 
and April 2009:
– Anne Arundel Community College
– Baltimore City Community College
– Montgomery College-Rockville 
– Montgomery College-Germantown
– Morgan State University
– Towson University
– University of Maryland College Park
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Challenges for Higher Ed

• Varying definitions of College Algebra

• Ripple effects to other courses

• Policy Implications for placement
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Next Steps

• Implementation of algebra II test results in college placement

• Increasing statewide participation in high school

• Focus of P-20 on college readiness 

• Routine, on-going collaboration



Results from 2008 and the Road Ahead



47

Spring 2008 Administration: Who Took the Exam?

*MD and MA did not administer the exam in Spring 2008.
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State Usage Varies

• Some states require all students who take the course(s) to take 
the exam(s)

• Most states allow districts to make decisions about whether to 
require exam(s) 

• Some states make the exam(s) part of certain state initiatives
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2008 Results:
How Did Students Perform?

• Interpretation challenges in 1st year
– the number of test takers varied significantly across the 

states
– performance standards or “cut scores” have not yet been 

established

• Although scores cannot yet be used to compare one state’s 
performance to another, the results of the first administration 
provided some interesting insight when taken in aggregate.



50

2008 Results
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Achieve Annual Cross-State Report

• Findings
– Student performance was low across all states and in all 

content strands
– Constructed response items were a particular challenge 

for students
– Students who took Algebra II in earlier grades tended to 

perform better

www.achieve.org/2008Algebra2report
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Spring 2009 Algebra II Administrations

Name of State
Spring 2009 

Administration                         
(# of students registered)

Arizona 4,156
Arkansas 26,887
Florida (joined 2009) did not administer
Hawaii 7,301
Indiana 55,908
Kentucky 1,617

Maryland 2,304
Massachusetts 5,000
Minnesota 1,713
New Jersey 11,854
North Carolina 3,138
Ohio 3,035
Pennsylvania 8,645
Rhode Island 435
Washington did not administer

Total # of students: 131,993

•Beginning with spring 
2009 the exam is also 
available online. 

• Over 20,000 students 
were expected to take the 
exam online this spring.

• Spring 2009 counts are 
based on number of 
students registered. Final 
test counts may vary and 
will be available in July 
2009.
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Spring 2009 Algebra I Administration

Name of State

Spring 2009 
Administration                         
(# of students 

registered)
Kentucky 610
Minnesota 9
New Jersey 34,714
Ohio 2,544
Rhode Island 2,905

Total # of students: 40,782

• This is the first operational 
administration of the ADP Algebra I 
exam.

• A subset of the Assessment 
Consortium is participating in the 
spring 2009 administration.

•More states have been involved in 
developing the Algebra I standards and 
item review process than have 
participated this year.

• Beginning with spring 2010 the exam 
will be available online.

• Counts are based on number of 
students registered. Final test counts 
may vary and will be available in July 
2009.
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The Road Ahead
Near Future
• Standard setting to establish performance levels and cut scores
• Rapid reporting to provide teachers more instructional time 

and the ability to use scores as final course grade
– New Jersey submitted Enhanced Assessment Grant 

application to advance automated scoring methodologies 
for math constructed response items 

Longer Term
• Next steps for policymakers
• Additional research validity studies 

– Content validity
– International benchmarking
– NAEP benchmarking
– Algebra I
– Longitudinal
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How to contact us

Laura Slover: lslover@achieve.org
Stan Heffner: Stan.Heffner@ode.state.oh.us
Gayle Potter: Gayle.Potter@arkansas.gov
Bernie Sandruck: bsandruck@howardcc.edu
Shilpi Niyogi: shilpi.niyogi@pearson.com
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