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Quality and Evidence

1. No trade-off of the complexity and rich content of student assessments     in varied situations should be considered until evidence options are explored. In other words, psychometrics may be subordinate to other indicators of the quality, generality, and depth of student performance.
2. In every fielded set of measures, whatever their timing, purposes, or delivery systems, claims about validity, fairness, and utility must be substantiated in advance of large-scale implementation. A variety of research methods should be encouraged to support validity claims.

Guidance for the Design of Systems

3. Standards should be graphically represented to provide greater detail and to support different but linked assessment purposes, e.g., summative, interim, and formative. 
4. Format choices (e.g., performance-based, short-answer) should be clearly referenced to the content, cognitive demands, and   situations of interest—in order to assure that formative, interim and accountability assessments are drawn from the same domain.

5. Graphical representations should illustrate priorities, relationships, dependencies, and exchangeability of content, cognitive processes and potential sequences. They should be constructed to illustrate the place in the larger (multi-grade system) of the standards of interest at a particular level as well as illustrate within grade the emphases, elaborations or repetitions that will occur. Partial evidence should be accumulated to support claimed sequence
6. Scoring systems for use by teachers and students should be developed and refined simultaneously with tasks (rather than left to the end) and focus on expert-based performance (defining experts appropriate to grade level).  

7. Results should provide pointers to elements that need additional emphasis and should be included in adapted ontologies.
8. Task design should use reusable modules or explicit authoring systems to generate tasks & items, including situations, alternative framing, and types of responses, e.g., individual or sequential.

9. Cost of updates, new tasks, and validation approaches should be calculated at the outset, with realistic targets and monitoring.
10. Assessment tasks should model best learning practices, e.g., reduction of cognitive load, avoidance of complex discourse or syntax, partially worked examples, explanations of why choices or responses were made.
11. All such tasks should be tagged to the representation system not only with respect to content, cognitive demand, and situation type, but also by format, linguistic requirements, complexity, priority, data, and archetypal and local history of performance.

Precepts for the Use of Technology in Assessment

12. In selecting or inventing technology for assessment systems, err on the side of innovation rather than known efficiencies, as the technology system changes will be rapid and unpredictable, and conservative choices will be rapidly obsolete. Expect change.
13. Choose assessments that provide independent avenues for improvement for use by students alone, or with collaboration from teaching staff, if a teacher is less than optimally familiar with the desired standard and performance needed.
14. Simplified interfaces rather than those that copy commercially used websites are demonstrably better for students and teachers for learning and teaching.

15. Optimize the type of process information obtained on systems, using model-based approaches (rather than searching through a glut of data) to identify key attributes of performance while learning.
16. Design systems so that they can be flexibly adapted to entry and process variations in student and teacher proficiencies.

17. Use assessment systems that demonstrably help teachers understand and learn to teach standards and tasks effectively, that is, make no assumptions that all teachers will be able to infer next steps from varied formative, interim or accountability assessment results.
Comments about Reporting for Various Audiences

18. Reporting systems should be linked to usable and perhaps simplified representations of standards.
19. Sufficient evidence about mastery is needed (more than one or two items).
20. Details about reasons for students’ performance should be simplified and available to teachers and the students, within privacy constraints.
21. System should generate standard analyses regarding initial status, progress, trials, time, and criterion performance.

22. Full –query flexibility should be available to permit answering local questions about performance of individuals over time, sub-groups, or other units of interest.
23. Privacy and anti-hacking protections must be high value.

24. Multiple representations of assessment results should be provided and available as needed for different audiences.
25. Training in the interpretation of data, e.g., correlations vs. causality will be needed for all users, students, parents, teachers, educators and the public.
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