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Intervention


The Professional Development intervention included two primary strands: (1) college coursework toward completion of a two year or four year early childhood degree, or an additional endorsement in early childhood education, and (2) bi-weekly onsite mentoring and coaching from a trained Head Start coach in the geographical area. 

College Coursework 

Curriculum: Regarding curriculum, early childhood educators had the option of attending one or more of the state’s eight community colleges and six four-year colleges participating in the grant.  As described in the FY2007 performance report, all of the colleges chose to streamline course competencies by creating a common set of core competencies and coding their syllabi to these.  Second, the community colleges fully streamlined their two-year early childhood degree so that all eight colleges would use the same syllabus for each course, and would use the same course coded numbers. This allowed continuity for early childhood educators taking courses from one or more campuses and it also made possible the shared online two–year degree created during the grant period.  Third, the community colleges and four-year colleges created, expanded, and strengthened articulation agreements so that a number of the early childhood courses at the two-year colleges would match coursework at the four-year colleges to facilitate transfer.  This also meant that early childhood educators taking a course in Foundations of Early Childhood Education, for example, at a community college would cover similar course content that a student at a four-year college would take for the same course. 

Beyond these three components there was no control over the course curriculum across or among the colleges.  If an early childhood educator took a Biology course to meet general studies requirements for a four-year Early Childhood degree, there was no attempt to determine if the biology course content was similar to that of the other colleges, although all general studies courses are part of the articulation agreements.  Also, it is important to note that the four-year colleges did not necessarily offer the same early childhood endorsement at the Bachelor’s level.  Four of the colleges offered the Early Childhood Unified degree, a blended degree of regular and special education which certifies teachers to work in special education positions with children 0-5 and regular education positions with children 0-8.  One offered the Preschool with Disabilities degree and the other offered an Elementary Education degree with a specialization in Early Childhood Education.  Therefore, in addition to courses with similar content, there would be courses unique to each four-year college which would contain content that would align with the core competencies but would have little alignment or transferability, course-wise, to the other four-year colleges. In summary, the early childhood-specific courses across all the two and four-year colleges had similar course content and particularly at the community colleges, the course delivery would be similar, if not the same. Coursework (i.e. curriculum) outside of the early childhood specific area could potentially vary and was not controlled. 

Providers The providers of the college coursework varied across the colleges. Often the advisor or representative of the two or four-year college participating in the grant partnership, taught the courses; however, other instructors at the colleges, including adjunct professors, could and did teach some of the early childhood specific courses.  The grant project had no control over who taught specific courses at each of the colleges. 

Duration, Intensity, and Implementation Fidelity. All but one of the colleges, a community college, is on the semester system. Classes on the semester system, regardless of the campus, met the same number of hours during the semester; generally 3 hours a week for 15 weeks for 45 hours for a semester class. To equal the same number of hours, the college on the quarter system, met for 45 hours in a nine-week period.  The average early childhood educator took 6.6 credit hours a year and completed 13.2 credit hours during the two year period of the grant: March 2005-August 2007.  Early childhood educators were not required to complete a certain number of hours any given semester, consequently, the intensity varied by individual. The timing of entry into the program also varied across individuals because we ended up using a phased start-up model.  The first participants started taking college courses in the one community college on the quarter system in March 2005.  Others joined in summer 2005 and a several started in Fall 2005.  Since the Head Start centers with participants in the March 2005 lost their funding and they reorganized, firing all participants (although some were rehired in new locations), all ECERS/ELLCO data from March 2005 were considered invalid since none of the classrooms existed anymore.  Consequently, Fall 2005 become the official start date for the ECERS/ELLCO database.  However, it is important to note that this project continued to accept additional participants each semester through Fall 2006, not adding anyone new for Spring 2007, the final semester. Therefore the duration of the professional development varied across individuals. Another factor affecting duration was the type of degree early childhood educators were planning on completing. Particularly those who had a four year degree in a related field and who added an Early Childhood endorsement, usually finished the program in a two-three semesters, although some stretched this to four.  Those working on two or four degrees would be more likely to take courses all four semesters in the grant period.  Outside of ensuring common core competencies in college coursework across colleges, there was no attempt, or real ability to control treatment fidelity, and ensure everyone received exactly the same intensity, duration, or curriculum in their college experience.  

Mentoring Component 

Curriculum, Provider, Intensity, Duration, and Treatment Fidelity of the Mentor Coordinator’s professional development: In addition to the college coursework, the grant project hired a Mentor Coordinator who provided professional development for the mentors in order to ensure that they followed specific procedures in their mentoring of the early childhood educators. The mentors in each of the five geographical areas of the state were selected from names submitted by the Head Start directors who had participants.  New mentors were added as the number of participants increased using a 1:5 mentor-teacher ratio as described in the FY2005 Annual Performance Report.  Mentors received formal training from the Mentor Coordinator in one-day workshops each semester and as needed, the Mentor Coordinator would meet individually with mentors to make sure that they were proficient in their mentoring skills.  As described in the FY 2006 Annual Performance Report, the Mentor Coordinator routinely visited all mentors, observed them working with their early childhood educators, reviewed their observation and performance records, and gave feedback to keep mentors proficient.  The Mentor Coordinator developed the curriculum for the mentor’s professional development from materials she used in the past for similar leadership trainings, and tailored these to fit the needs of the grant project.  All mentors received the same training. However, since mentors joined over time and individual sessions were influenced by proficiency, the intensity and duration would vary, although the basic proficiency level for criterion was the same.  The Mentor Coordinator was the same throughout the grant, which provided Provider continuity.  The grant project team and the Project Director met with the Mentor Coordinator at least twice a semester, (except during the no-cost extension), and communicated by phone and e-mail regularly to make sure the Mentor Coordinator was carrying out the duties outlined in the grant. The Project Director also processed the Mentor Coordinator’s time sheets, which included hours and a summary of the work done weekly. The Project Director also attended the trainings to make sure that these trainings were addressing what they were attended to address and that the professional development was consistent. These were the only Implementation Fidelity measures done to ensure that the Mentor Coordinator implemented the professional development and supervision for the mentors as indicated.

Curriculum, Provider, Intensity, Duration, and Treatment Fidelity of the Individual Mentor’s professional development: The mentors did not implement a specific curriculum, but they did implement a specific strategy to observer, coach, and provide feedback on classroom performance of the early childhood educators they supervised. To ensure that the mentors implemented their professional development component (on-site coaching and mentoring of early childhood educators) consistently and proficiently, the Mentor Coordinator developed the Mentor Observation Form, which included mentor responsibilities that were to be carried out each month.  The Mentor Coordinator used these forms, which included both checklist and observational data, to determine whether the mentors were performing their duties proficiently.  The forms were revised over time to be more effective in documentation; therefore it was not possible to quantify the information; however, the Mentor Coordinator reported that, based on these forms, that the mentors did perform their duties proficiently. 

The frequency of mentoring and coaching was bi-weekly. The amount of time could differ in the classroom if an early childhood educator needed more onsite support, so there was some variation in the intensity and duration of the coaching and mentoring component based on individual need. The Mentors also supported their early childhood educators in connecting with the colleges, registering, and completing coursework. With the exception of one site, the mentors performed the same duties so their coaching and mentoring would be consistent. As mentioned in the FY 2007 Performance Report Section C, one Head Start site director did restrict the mentor’s ability to perform some of their duties. The site director put one person in charge of handling all registration and communication to the colleges, although the mentors were allowed to perform all of the coaching and mentoring responsibilities related to classroom performance. Therefore, the coaching and mentoring component was consistent across sites, even though the college coursework support differed at this one site from the others.  Implementation fidelity of the mentor’s mentoring and coaching was limited to the Mentor Coordinator’s observations and information from the Mentor Observation forms she collected. 

Evaluation Design

Evaluation Questions 

The project focused on creating a viable system that would remove barriers to ensure permanent access for in-service early childhood educators across the state to complete early childhood degrees at the two-year, four-year, and additional endorsement levels. As described more fully in the FY 2007 performance report, the grant project created an improved system of access and enrolled 190 participants (anyone completing at least one semester of college coursework) who completed 2487.5 credit hours, or a mean of 6.6 credit hours a year.  At least 95% got a C or better in their college course work and10 early childhood educators with BA degrees completed the Early Childhood Unified endorsement, one finished her bachelor’s degree in and one finished her Associates’ Degree in Early Childhood education.

Two primary research questions came out of this project:

1. To what extent would participating early childhood educators demonstrate improved teacher outcomes in knowledge and classroom practice of early childhood educator core competencies for effective teaching? 

2. To what extent would children sampled from participating early childhood educators’ classrooms show improved child outcomes for school readiness?

· Experimental Design 
The original intent of the grant project was to use a quasi-experimental, treatment-control group, pre-test post-test design with matched comparison classrooms.  The design choice was based on information from the state Head Start coordinating office regarding the estimated number of available qualifying and non-qualifying sites, leaving the grant personnel the impression that an adequate number of non-qualifying sites would be within the same geographic area, have similar characteristics as the qualifying sites (minus the treatment component), and would allow evaluators a certain degree of control over key variables. However, this did not turn out to be the case. In some situations, such as the tribal area, all Head Start classrooms qualified and had enrolled participants and there were no Head Start options for comparison.  At times, non-Head Start preschool classrooms refused to allow their classrooms or children to be tested.  In other cases the number of qualifying and non-qualifying classrooms changed. For example during the massive re-organization in the Head Start program in Omaha, participants were fired, hired in new locations, and once qualifying classrooms were relocated to new buildings outside the qualifying area.  When non-qualifying sites were not available, the evaluation team attempted to use non-participating classrooms within a qualifying area; however, a number of these classrooms eventually decided to participate and so they were eliminated from the comparison group.  In some cases, participants changed job locations or age groups, or there were staffing changes in the comparison classrooms, factors that would affect the ability to control extraneous variables in the matched comparison design.  
Another troubling feature for research purposes was that the grant personnel had no control over the teachers in the comparison classrooms. It soon became apparent that some of the teachers the comparison classrooms were taking early childhood college courses from participating colleges but were simply paid through other sources.  Also, some of the mentors in the Head Start programs were professional development specialists and were potentially visiting teachers at comparison sites but who were assigned to them through the Head Start agencies.  Even though the mentors would not have visited non-participants as frequently or have used the Mentor Observation forms, we had no control over whether they would use any of the coaching and mentoring strategies with non-participants. At that point it became apparent that we could not keep various aspects of the intervention from teachers in the comparison classrooms and we realized that we had little way of verifying that the comparison group was indeed different than the treatment group, and any data we had collected from those classrooms would be invalid. Consequently, although the data are included from the comparison group in this report, the data should be considered suspect.  In our opinion, then, the evaluation design shifted to a descriptive research study of a treatment group using a pre-post test design.

· Services to the Control Group 
As described above, no direct, intentional services were given to the comparison group through the grant project during the life of the grant. This did not, however, prevent teachers in the control group from taking college courses in response to site, district, or state requirements on teacher qualifications.
· Sampling procedures: Since the focus of the project was to remove barriers and educate as many teachers and assistants as possible, the grant project chose to accept any participant from qualifying areas up through Fall 2006 in order to make sure they met projected numbers for participants.  Other than documenting that the participant qualified, there was no attempt to limit the project to a specific sample size in either qualifying districts or participants. There was, however, a systematic attempt to control a sample size regarding the children assessed in each of the participant and comparison classrooms.  The evaluation team told each participant to select six children from their room—three boys and three girls, when possible—who they felt most represented their classroom demographics and ability levels, who had the capability to complete the assessments, and whose parents would sign consent forms.  Those children were assessed each semester, and when any of the children were no longer part of the classroom (e.g. they moved, or graduated and went on to kindergarten), then the teacher selected another child to replace that student.  Random assignment of children was not attempted.  
· Teacher and Student Outcome Measures: 
Teacher Outcome measures: The first assessment tool used for measuring teacher outcomes was the Early Childhood Environment Rating Scale-Revised (ECERS-R) or when applicable, the Infant Toddler Environment Rating Scale-Revised (ITERS-R).  The revised environment-rating scales have been extensively field tested to ensure they maintain the established high predictive validity of earlier versions and inter-rater internal consistency measures range from .71-.92, which are comparable to the levels of agreement in the original assessment. The second was the Early Language and Literacy Classroom Observation (ELLCO) Toolkit, which has been pilot-tested in K-3 classrooms, has inter-rater reliability coefficients of .88, .90, and .81 for each of the three components.  Likewise total score internal consistency coefficients (Cronbach’s alpha) are .84, .90 and .86, respectively.


Two additional tools were developed specifically for the grant: The first was the Early Childhood Core Competency Knowledge test, a 32-questions multiple-choice assessment.  It was developed based strictly by the Primary Investigator and coded to be representative of the early childhood core competencies agreed on by the college representatives; however, it was not pilot-tested in any way to determine reliability or validity and was administered only as a post-test measure. The instructions and procedures for administering the assessment were standardized and given to the mentors who administered the assessment in Fall 2006.


The second tool developed for the grant was the Early Childhood Educator Competency Classroom Checklist.  The Primary Investigator and Mentor Coordinator developed the assessment and a number of drafts were field tested in participating teachers’ classrooms. The Mentor Coordinator and a colleague of hers administered the assessment together to establish a form of inter-rater reliability.  The assessment covered five main areas identified from the early childhood core competencies, using a Likert scale of 1-3 with 1 being, beginning, 2 progressing, and 3 advanced or proficient.  Data from the participants after the final revision were used from the Spring 2006 and Spring 2007 assessments.  The assessment tool was not further assessed for validity or reliability.

Children’s Outcome Measures: Only standardized assessment tools were used to measure children’s outcomes. Children were administered the Peabody Picture Vocabulary Test, 4th edition and has been field tested for reliability and validity.  Internal consistency reliability and test-retest reliability are all above .90.  The assessment also has good construct and content validity and had been normed with special populations.   Children were also administered the Brigance screening tool for each of the respective age groups.  Based on the Brigance Inventory of Early Development which has been extensively field tested for reliability and validity, the screening tools have undergone additional field tests and critiques by professionals in the field to ensure that they maintain the same reliability and validity of the original assessment.  The assessments are both criterion referenced and normed. The third assessment tool used was the Phonological Awareness Literacy Screening— Preschool version (PALS-PreK) and only the upper and lower case alphabet test portion was used.  Each of the subtests has been field tested, and the alphabet knowledge subtest has a predictive validity to the overall PALS-PreK score (r =.69, p <.001). The final assessment tool used was criterion-referenced test, the Get It! Got It! Go! (G3) assessment for picture naming, rhyming and alliteration skills, which has evidence of test-retest reliability, a moderate to strong concurrent validity with other measures (r = .56 to .79) and ability to show developmental changes (correlations of .41 to .60 between children’s scores and chronological age). 
Evaluation Implementation

· Characteristics between the treatment and control/comparison groups: As indicated earlier in this report, although the grant project evaluation team collected data on classrooms and sample children, and have maintained a data file, it was not possible to get a comparison group that was large enough, representative enough, or did not have access to the professional development options that the participants did.  Since the classroom is the unit of analysis for the ELLCO/ECERS data and multiple teacher, it was not possible to isolate specific teacher variables since these cannot be separated out from the data, so statistical calculations to compensate for the differences were not possible. The comparison classroom educators were also less likely to provide demographic variables such as degree and college experience, making it difficult to identify confounding variables.

· Timing and Procedures: The evaluation team administered all of the assessments to both participant and comparison classrooms each semester.  Some team members evaluated the children and others evaluated the classrooms.  Comparison classrooms and children for that geographical area were assessed at the same time (usually the same week or the following week) by the same evaluators using the same procedures.  The assessments were scheduled so that classrooms could not be assessed less than 4 months apart to make sure that there would be time enough for adequate progress to occur.

· Attrition Rates: 
Participant Teacher Attrition Rates: Early childhood educator attrition rates vary, depending on the definition of participation.  Because the March 2005 educators had to be dropped from the database at the start of the grant, 115 participating educators representing 52 classrooms are recorded in the Fall 2005-Spring 2007 data base. Note that for the ECERS and ELLCO assessments, the classroom is the unit of analysis.  The majority of educators representing 36 classrooms, started in Fall 2005, which became the pre-test date. Of the 36 original classrooms (representing 89 educators), 24, or 67% of the classrooms (representing 63 educators) were still participating by the post-test date, Spring 2007. Of the 36 classrooms, three classrooms participated Fall 2005 only and six participated Fall 2005 and Spring 2006. The remaining three classrooms completed two or three semesters but did not necessarily take them consecutively. Although not included in the pre-test/post-test analysis another nine classrooms representing 22 teachers became participants in Spring 2006 and 7, or 78% of those classrooms (representing 17 educators) completed all three remaining semesters in the grant.  Another five classrooms, representing 10 educators, became participants in Fall 2006 and all five (100%) completed the two remaining semesters in the grant.  Classroom attrition rates are only an estimate of educator attrition rates since 2-3 participants were included in each classroom analysis and, as long as one or more of the educators continued taking college coursework, that classroom was considered active and data were collected. As far as response rates, however, 100% of all participant classrooms were assessed each semester.

Comparison Teacher Attrition Rates: Getting non-participating classrooms to agree to the assessment for the grant period was difficult; therefore, fewer comparison classrooms were assessed than participant classrooms. Of the 16 classrooms (representing 32 educators) assessed in Fall 2005, 7/16 (representing 11 teachers) or 44% were assessed all four semesters.  One classroom participated only in Fall 2005, one participated for three nonconsecutive semesters, and eight participated the first year only.  In Spring 2006, another 7 classrooms (representing 18 educators) were added but only 2/7 (representing 4 educators) or 29% were assessed the remaining three semesters.  Another 11 classrooms (representing 15 educators) were added and 10/11 (representing 13 educators) or 90% finished out the year.  Comparison classroom attrition was higher than participant classroom attrition.  However, like the participant classrooms, 100% of those who agreed for testing were assessed each semester so the response rate was 100%.

Participant Child Attrition Rates: Of the 122 children who were assessed in Fall 2005, 25 were infants and toddlers, 134 were three years old, and 122 were four or had just barely turned 5.  Of the 25 toddlers, 18 finished out the school year, and11/25 or 44% were still participating the following year and all were assessed Spring 2007.  Of the 134 three year olds, 113 finished out the school year, 47 started back in fall 2006 and 44/134, or 33% were available for assessment in Spring 2007.  Of the 122 four year olds, 88 finished out the school year, but only 3/122 (2%) came back Fall 2006. All three were available for assessment in Spring 2007.  Attrition factors mid-year include teachers dropping out of the program (at which their children would not be assessed) or children moving or not being available during the scheduled testing times.  An additional end of year attrition factor would be children aging out of the program (particularly 4 year olds) and moving on to kindergarten. As far as response rates, the evaluation team attempted to assess every child with all of the assessments each semester, planning two days to assess the six children for each classroom. The assessments were split across two days; however, if a child was unavailable the first day, all the assessments would be attempted the following day. However, if the child missed the second day or was otherwise unavailable, the evaluation did not always have the option of making up the assessment. Therefore there is some variation in the children’s response rates. The database numbers of the final pre- and post-test children is slightly higher than the attrition rate numbers because it consists of all children available and in both Fall 2005 and Spring 2007, even if they may have missed a semester of testing in between those dates.  Response rates for each of the assessments are included in the evaluation findings.

Comparison Child Attrition Rates: Of the 75 children assessed Fall 2005, there were 2 infant-toddler children and that was the only semester they were assessed. Twenty of the 75 were three years old and 15/20 finished out the year; however, only 4 returned in fall 2006 and were assessed both Fall 2006 and Spring 2007.  Of the 53 four year olds in the Fall 2005 testing, 41 finished out the school year and 3/53 (6%) came back Fall 2006 and all three were available for assessment in Spring 2007.  Factors affecting attrition for the participant classroom’s children would be similar to those in the comparison children’s classrooms.  The testing procedures, response rate variation, and database procedures for pre- and post-test data are the same. Response rates for each of the assessments are included in the evaluation findings.

· Data Analysis: For the purposes of this report, only data on educators and children participating Fall 2005 through Spring 2007 are included for both the participant and the comparison classrooms. The data on all of the teacher and child outcomes were input into an SPSS database.  Descriptive statistics such as frequencies and percents were calculated where appropriate.  Even though the n size is small for the comparison group and should be suspected, mean scores were compared using a two-tailed t-test, standard deviations were generated for each score, and effect sizes calculated using the following formula: post test mean – pre-test mean divided by the average of the pre and post test standard deviations. . Mean scores were calculated and were not regression-adjusted.  Although ANCOVA calculations could be done to help correct for the pre-test score differences between the treatment and comparison groups, the majority of the scores did not meet homogeneous regression lines slopes assumptions to allow ANCOVA calculations to be meaningful; therefore, these were not done. 

Evaluation Findings

· The following tables summarize the evaluation findings of the pre- and post-test participant and comparison classrooms who were administered the ELLCO and ECERS. A few additional participant classrooms were administered the ITERS instead of the ECERS; however, the n was very small, and there were no comparison classrooms where the ITERS was administered so they were dropped from the data analysis and discussion for this report. Also, their children were not included in the pre- and post test data analysis since there were very few available in the post-test dating and they had not taken any other assessments except the Brigance IT screen. 
Teacher Outcome Data
· In Table 1, participating classrooms between pre- and post-testing increased mean scores on three out of four subtests on the ELLCO and maintained the same score on the fourth subtest, the Literacy Activities Rating Scale.  The changes on the Classroom Observation subtests are statistically significant at the P>.001 level and the changes on the Literacy Environment Checklist are statistically significant at the P>.005 level, suggesting that the scores are not likely due to chance occurrence.  All three of these subtests have large effect sizes, suggesting that the changes are of practical significance as well.  Both ECERS subtest score changes are statistically significant only at the P>.01 level, and show only moderate effect size changes. On the Early Childhood Competency Classroom Checklist the overall mean score increased nearly a full percentage point on 3 point scale, which is statistically significant at a P>.001 level and shows a large effect size.  
· In Table 2, comparison classrooms between pre- and post-testing increased mean scores on all four subtests on the ELLCO.  None of the changes are statistically significant, partly due to the low n, and the effects size is small for the Literacy Environment checklist, moderate for the Literacy Activities Rating Scale, and High for the Classroom Observation subtests. Neither ECERS subtest score changes were statistically significant, and the effect sizes were small.  The comparison classrooms were not assessed with the Early Childhood Competency Classroom Checklist due to the logistics of carrying out the pilot-testing and assessment of the participant classrooms.
· In Table 3, the participant and comparison classrooms are compared.  The comparison classrooms’ scores on all the ELLCO and ECERS subtests are all higher at baseline than those of the participant classrooms, although none of these are statistically different.  Effect sizes for the ELLCO subtests indicate moderate differences in three of the subtest scores and a small difference in the Literacy Activities Rating scale subtest.  At post-testing, the comparison classrooms have higher scores on three of the ELLCO subtests (with the fourth being less than a point below the participant classroom score), and are higher on both of the ECERS scores, although none of these differences are statistically significant. There are some small changes in effect sizes. On the ELLCO, the participant classrooms increased their mean score gains on the Literacy Environment Checklist subtest more than the comparison group did, and even though the effect size for Spring 2007 is small, the effect size change between Fall 2005 and Spring 2007 for the participant group is moderate.  On the Classroom Observation subscales, the participant classrooms score gains were slightly larger than that of the comparison classrooms; however, the effect size change for the participant group is small. In the Literacy Activities Rating Scale, the comparison group scores increased and show a large effect size while the participant group does not.  On the ECERS subtests the scores of both groups are very similar and the effect sizes are small.  
· Summary  In general, on the ELLCO, with the exception of the Literacy Activities Rating Scale, participant classrooms’ mean scores increase, are at statistically significant levels, and show  high effect sizes.  On the ECERS, the changes are more moderate and are not that statistically different.  The score differences are statistically significance and have a high effect size for the Early Childhood Competency Classroom Checklist; however, the assessment tool has not been rigorously field-tested for reliability and validity so, results are specific to this project and there is no certainty that the assessment measures what it was intended to. The changes overall are positive and it is very possible that the intervention had an effect, but there is no conclusive evidence that the intervention was responsible for the change.  In the comparison classrooms, on the ELLCO, none of the changes are statistically significant although the effect sizes for the Classroom Observation subtests are high and moderate for the Literacy Activities Rating scale, indicating some positive changes that might have been statistically significant had the n been larger. Changes on the ECERS are small and non-significant.  It is possible that since some of the intervention (i.e. completion of college coursework) could be responsible for the results; however, there are a variety of competing factors that could easily account for the results. In comparing the two groups, on the ELLCO, the Participant classrooms do make some gains in the Literacy Environment checklist scores over the comparison group, and the comparison group gains more in the Literacy Activities Rating Scale than the participant group, but overall scores are very similar, and there are no statistically significant differences in the group.  In the ECERS, the scores are very similar, there are no significant differences and the effect sizes are very small.  Both groups make more improvements in literacy subtests (ELLCO) then on general measures of classroom quality (ECERS), although literacy subtest results vary.  It is likely that there is little difference in the groups and factors such as state and federal incentives to improve literacy scores, rather than the intervention could account for the changes.  
Child Outcome Data

· In Table 4 , 51 children from participants’ classrooms were assessed in both Fall 2005 and Spring 2007.  In the Brigance screens, at pre-testing, 3 year olds scored in the 40th percentile and 4 year olds scored at the 36th percentile on developmental indicators.  At post-test, the children (now 4 and 5) scored at the 48th percentile on developmental indicators for their age groups. The mean standard score on the PPVT at pre-testing was 75.71, and children were scoring at the 17th percentile.  By Spring 2007, the children’s mean standard score was 88.06 and the children were scoring at the 26th percentile.  At pre-testing, children’s scores were near 0 on the G3 subtest but at post-testing, had mean scores of 25.02 on Picture naming, 4.13 on Rhyming, and .63 on Alliteration subtests.  Likewise, children’s scores on letter naming were at or near 0 at pre-testing but could identify an average of 12.89 uppercase and 7.44 lowercase letters at post-testing.  Score differences on the PPVT, G3, and PALS PreK were all statistically significant, and all showed moderate or large gains.
· In Table 5, 14 children from comparison educators’ classrooms were assessed in both Fall 2005 and Spring 2007. In the Brigance screens, at pre-testing, 3 year olds scored in the 37th percentile and 4 year olds scored at the 57th percentile on developmental indicators.  At post-test, 4 year olds scored at the 37th percentile  and 5 year olds at the 49th percentile on developmental indicators for their age groups. The mean standard score on the PPVT at pre-testing was 82.31, and children were scoring at the 29th percentile.  By Spring 2007, the children’s mean standard score was 96,1 and the children were scoring at the 44th percentile.  At pre-testing, child identified an average of 19 pictures on the Picture Naming G3 subtest but 0 or near 0 on Rhyming and Alliteration. At post-testing children had mean scores of 30.30 on Picture naming, 3.70 on Rhyming, and .0 on Alliteration subtests. Children could name an average of 5.62 uppercase and 2.75 lowercase letters  at pre-testing but were able to identify an average of 11.4 uppercase and 8.0 lowercase letters at post-testing.  With the exception of the G3 Picture Naming subtest, none of the score differences were statistically significant, a factor likely partly influenced by small n’s; however, all but the G3 Alliteration subtest showed moderate or large gains.
· In Table 6, the children from the participant and comparison educators’ classroom are compared.  Regarding the Brigance screens, the comparison children’s scores are higher at pre-testing than the participant children are; however, neither differences were statistically significant and only the four year olds showed a large effect size difference.  Both groups of four year olds are affected by small n’s so it is difficult to tell if the scores are representative of their respective groups.  At post-testing, the participant children’s scores are higher than the comparison group, but none of the differences are statistically significant. The 4 year olds in the participant group scores are higher and have a moderate effect size but the 5 year old scores of both groups are nearly the same (within one point).  On the PPVT, the comparison children’s standard scores and percentiles are higher than those of the participant children at both pre and post-testing, although the differences are not statistically significant and effect sizes are moderate.  On the G3, the comparison children’s scores are higher for the Picture Naming subtest at both pre and post-testing than the participant children’s scores, and although not statistically significant, the effect sizes are large.  However, the participant children scores are higher on the Rhyming and Alliteration subtests at both pre and post-testing, although scores are not statistically significant and effect sizes are small at post-testing.   On the PALS PreK, comparison children are able to name more upper and lower case letters at pre-testing than the participant children, but scores are comparable at post-testing and effect size changes are large.  None of the scores are statistically significant. 
· Summary  In the Brigance screens, both participant and comparison children make gains which help them move closer to the 50% percentile, or within average expected developmental levels for their age groups. Due to small n’s, any variation in the scores between groups is probably due to sampling. Both groups also make noticeable gains on the PPVT, although only the participant score differences are statistically significant at the P>.005 level or higher primarily due to the low n for the comparison group.  Comparison children had higher scores on picture naming while the participant children scored higher in rhyming.  Neither did well in alliteration.  Participant children made more gains on letter naming than comparison children but both groups had essentially similar scores at post testing.  Although it is possible to conclude that the intervention was an influencing factor in participant (and possibly some of the comparison children’s scores), it is equally plausible that much of the changes for both groups was influenced largely by maturation and exposure to preschool.
Conclusions

· Overall, the grant project was a success in that it reached its primary goal of creating a system that would allow early childhood educators to complete early childhood degrees. An important part of making the system effective was creating flexible program options that would allow educators to balance their work and family obligations with school. The flexibility, which helped educators, made it harder to control factors in the research design. Few educators, due to the part-time nature of their coursework completion, completed degrees during the grant period, which was expected, but many indicated that they would not have been able to go back to school without the supports from the grant, and a number of them are continuing their education, even if they do not attend every semester. 

· A number of mentors helped the participants in their care to connect with the colleges, complete coursework, and work toward degree completion. Although all mentors met required competencies for implementing their coaching and mentoring, survey data indicate that participants who found the “personal element” and could connect with their mentors, were the ones that believed they benefited from the relationship and support. It is not possible to separate out the mentoring components from the college coursework components so little is known about which factors in the intervention were successful and under what circumstances.  

· As far as teacher outcomes, there were definite differences from pre- and post-testing on ECERS and ELLCO scores, with a larger effect overall for ELLCO scores.  This may have been due in part to the focus in the professional development for the mentors on the importance of early literacy.  However, there are a variety of federal, state, agency, and site level factors that could have also influenced these differences, particularly since the differences were comparable to the comparison group.  

· Other factors affecting the effectiveness of the intervention would include the type of classes participants took during the grant period. For educators completing 2-year degrees a large focus of their program would have been early childhood-specific classes. For those educators pursuing a BA degree, a lot of the classes would have been general studies courses because if an educator already had a number of early childhood courses at the AA level, they would have been more likely to emphasize general studies courses during the grant period, even if they took a couple of upper division early childhood classes.  It is reasonable to assume that early childhood specific course content would have a greater influence on classroom practice than the content found in general studies courses. This could, then, lessen the effect of the intervention on classroom practice.  

· As already noted several times, the unknown and compounding variables, along with a small n for the comparison classrooms, all affect the ability to make causal statements about the intervention effects. It is very likely that degree completion does make a moderate, but meaningful difference in early childhood educators’ teaching practices; however, college coursework over time may take a while to build a cumulative effect and longitudinal data would be needed on the participants.  It is also just as likely that, while degree completion in early childhood education is critical for a certain subset of classroom skills, it may not be sufficient an intervention by itself to guarantee high quality teacher performance in the classroom that improves school readiness for children.  

· In looking at the children’s outcomes, it is clear that both groups of children improved from pre- and post-testing.  Maturation and preschool experience would likely account for these changes and little is known about the extent to which the intervention influenced those changes. With such small n’s in comparison classrooms and their children, it is impossible to know whether the scores are representative of the comparison group, or what the participant group is even being compared to, so little can be concluded about the impact on the children.  

· It is important to note, that the ECERS and ECERS scores for both groups indicate that the classrooms have teachers who are performing at reasonable levels and are positively influencing children’s lives.  ECERS Score averages of 5 indicate that the classroom environment is functioning at a “good” level, although not an advanced one, and Classroom Observation averages on the ELLCO of a three or better indicates that at least basic levels were being met at pre-testing and at post test levels, teachers scores were at a 4, a full point above basic levels.

· However, although these low-income children clearly benefited from the preschool experience, as evidenced by scores in both groups, both groups of children scored in below or low average ranges in percentile scores on Brigance screens and PPVT scores, and although naming more than 10 upper case letters and some lower case letters meet minimally acceptable levels for a number of school districts for kindergarten readiness, more intense intervention may be needed at the classroom level to help ensure that these children from low-income families are able to do well in kindergarten and beyond.
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