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	Program Goal: 
	To improve student achievement in low-performing schools under the No Child Left Behind Act. 


	



	Objective 1 of 3: 
	Improve the quality of technical assistance. 


	Measure 1.1 of 2: The percentage of all Comprehensive Centers' products and services that are deemed to be of high quality by an independent review panel of qualified experts or individuals with appropriate expertise to review the substantive content of the products and services.   (Desired direction: increase)   2058 

	Year 
	Target 
	Actual
(or date expected) 
	Status 

	2006 
	Set a Baseline 
	Not Collected 
	Not Collected 

	2007 
	Set a Baseline 
	34 
	Target Met 

	2008 
	40 
	39 
	Made Progress From Prior Year 

	2009 
	46 
	45 
	Made Progress From Prior Year 

	2010 
	52 
	91 
	Target Exceeded 

	2011 
	59 
	(July 2012) 
	Pending 

	2012 
	66 
	(July 2013) 
	Pending 

	2013 
	73 
	(July 2014) 
	Pending 

	2014 
	80 
	(July 2015) 
	Pending 


Source. FY 2010 client survey data:  U.S. Department of Education, Office of Elementary and Secondary Education, grantee performance report submissions. FY 2007-FY 2009 data:  U.S. Department of Education, Institute of Education Sciences, national evaluation independent review panels.
  

Frequency of Data Collection: Annual 

Data Quality. Client survey designs varied by Center.  Some of the surveys asked clients to rate the “quality,” “relevance,” and “usefulness” of the technical assistance provided by the Center.  Other Centers constructed quality, relevance, and usefulness ratings from clients’ responses to multiple survey questions about more detailed characteristics, such as clarity and timeliness, or providing long-term or on-going support, employing research-based strategies, addressing the state’s priorities and challenges, meeting the client’s needs, or enhancing the client’s school improvement efforts. 

Response rates ranged from 23% for webinar participant surveys to 85% for meeting participant and stakeholder surveys, and surveys of SEA clients reached 100% response rates.  However, a majority of the performance reports did not provide response rates.   
           
Target Context. The goal of 80% is consistent across the three GPRA measures for quality, relevance, and usefulness. The interim targets represent annual increases from the 2007 baseline to reach 80% by 2014. 

Explanation. This is a long-term performance measure and an annual performance measure.
The mean average proportion of survey respondents that rated the Comprehensive Centers’ technical assistance as high quality was 91%.  The proportion for individual Centers ranged from 80% to 100%.
 
The data source changed, making it difficult to compare FY 2010 data with prior years.  FY 2010 data came from client surveys conducted by Comprehensive Centers and their evaluators and reported through the Centers’ annual performance reports, which covered the period from April 2009-June 2010.  FY 2007-FY2009 data came from expert panel ratings of materials from a sample of products and services as part of the national evaluation, which ended with FY 2009 data collection.

For FY 2010, the percentage of “high” ratings for each Center was calculated by the number of respondents giving “high” ratings divided by the total number of respondents.  Most Centers counted “high” ratings as the number of respondents for the top two categories (“excellent/good” or “agree strongly/agree”) on a 4-point scale.  The GPRA chart percentage of “high” ratings for the program was calculated by summing the percentage for each of the 21 Centers and dividing by 21, because the number of survey respondents varied greatly across Centers.  Although some Centers provided data primarily from annual surveys of their major clients about technical assistance provided throughout the year, a majority of the Centers also included data from participant surveys after major technical assistance events; and a few Centers also included ratings from document reviews. Individuals who participated in multiple events could submit responses on multiple after-event surveys.  If we had divided the sum of respondents for all Centers that gave “high” ratings by the sum total of all respondents for all Centers, those Centers that reported data from a small number of major clients who completed one annual survey would have been greatly out-weighed by Centers that also included data from a large number of respondents who completed surveys after multiple events.
	Measure 1.2 of 2: The percentage of all Comprehensive Centers' products and services that are deemed to be of high relevance to educational policy or practice by target audiences.   (Desired direction: increase)   2059 

	Year 
	Target 
	Actual
(or date expected) 
	Status 

	2006 
	Set a Baseline 
	Not Collected 
	Not Collected 

	2007 
	Set a Baseline 
	74 
	Target Met 

	2008 
	75 
	83 
	Target Exceeded 

	2009 
	76 
	85 
	Target Exceeded 

	2010 
	77 
	84 
	Target Exceeded 

	2011 
	78 
	(July 2012) 
	Pending 

	2012 
	79 
	(July 2013) 
	Pending 

	2013 
	80 
	(July 2014) 
	Pending 

	2014 
	80 
	(July 2015) 
	Pending 


Source. FY 2010 client survey data:  U.S. Department of Education, Office of Elementary and Secondary Education, grantee performance report submissions. FY 2007-FY 2009 data:  U.S. Department of Education, Institute of Education Sciences, national evaluation surveys.
  

Frequency of Data Collection: Annual 

Data Quality. Client survey designs varied by Center.  Some of the surveys asked clients to rate the “quality,” “relevance,” and “usefulness” of the technical assistance provided by the Center.  Other Centers constructed quality, relevance, and usefulness ratings from clients’ responses to multiple survey questions about more detailed characteristics, such as clarity and timeliness, or providing long-term or on-going support, employing research-based strategies, addressing the state’s priorities and challenges, meeting the client’s needs, or enhancing the client’s school improvement efforts. 
 
Response rates ranged from 23% for webinar participant surveys to 85% for meeting participant and stakeholder surveys, and surveys of SEA clients reached 100% response rates.  However, a majority of the performance reports did not provide response rates.  
Target Context. The goal of 80% is consistent across the three GPRA measures for quality, relevance, and usefulness. The interim targets represent annual increases from the 2007 baseline to reach 80% by 2014. 

Explanation. This is a long-term performance measure and an annual performance measure. The mean average proportion of survey respondents that rated the Comprehensive Centers’ technical assistance services and products as highly relevant was 84%.  The proportion for individual Centers ranged from 80% to 100%.
 
FY 2010 data came from client surveys conducted by the Comprehensive Centers and their evaluators and reported through the Centers’ annual performance reports, which covered the period from April 2009-June 2010.  FY 2007-FY2009 data came from surveys asking stratified random samples of target audiences about the relevance and usefulness of selected project activities and resources, as part of the national evaluation, which ended with FY 2009 data collection.
 
For FY 2010, the percentage of “high” ratings for each Center was calculated by the number of respondents giving “high” ratings divided by the total number of respondents.  Most Centers counted “high” ratings as the number of respondents for the top two categories (“excellent/good” or “agree strongly/agree”) on a 4-point scale.  The GPRA chart percentage of “high” ratings for the program was calculated by summing the percentage for each of the 21 Centers and dividing by 21, because the number of survey respondents varied greatly across Centers.  Although some Centers provided data primarily from annual surveys of their major clients about technical assistance provided throughout the year, a majority of the Centers also included data from participant surveys after major technical assistance events; and a few Centers also included ratings from document reviews. Individuals who participated in multiple events could submit responses on multiple after-event surveys.  If we had divided the sum of respondents for all Centers that gave “high” ratings by the sum total of all respondents for all Centers, those Centers that reported data from a small number of major clients who completed one annual survey would have been greatly out-weighed by Centers that also included data from a large number of respondents who completed surveys after multiple events.
  

	



	Objective 2 of 3: 
	Technical assistance products and services will be used to improve results for children in the target areas. 


	Measure 2.1 of 1: The percentage of all Comprehensive Centers' products and services that are deemed to be of high usefulness to educational policy or practice by target audiences.   (Desired direction: increase)   2061 

	Year 
	Target 
	Actual
(or date expected) 
	Status 

	2006 
	Set a Baseline 
	Not Collected 
	Not Collected 

	2007 
	Set a Baseline 
	48 
	Target Met 

	2008 
	52 
	64 
	Target Exceeded 

	2009 
	56 
	71 
	Target Exceeded 

	2010 
	60 
	88 
	Target Exceeded 

	2011 
	65 
	(July 2012) 
	Pending 

	2012 
	70 
	(July 2013) 
	Pending 

	2013 
	75 
	(July 2014) 
	Pending 

	2014 
	80 
	(July 2015) 
	Pending 


Source. FY 2010 client survey data:  U.S. Department of Education, Office of Elementary and Secondary Education, grantee performance report submissions. FY 2007-FY 2009 data:  U.S. Department of Education, Institute of Education Sciences, national evaluation surveys.
 
Frequency of Data Collection: Annual 

Data Quality. Client survey designs varied by Center.  Some of the surveys asked clients to rate the “quality,” “relevance,” and “usefulness” of the technical assistance provided by the Center.  Other Centers constructed quality, relevance, and usefulness ratings from clients’ responses to multiple survey questions about more detailed characteristics, such as clarity and timeliness, or providing long-term or on-going support, employing research-based strategies, addressing the state’s priorities and challenges, meeting the client’s needs, or enhancing the client’s school improvement efforts. 
 
Response rates ranged from 23% for webinar participant surveys to 85% for meeting participant and stakeholder surveys, and surveys of SEA clients reached 100% response rates.  However, a majority of the performance reports did not provide response rates.  
Target Context. The goal of 80% is consistent across the three GPRA measures for quality, relevance, and usefulness. The interim targets represent annual increases from the 2007 baseline to reach 80% by 2014. 

Explanation. This is a long-term performance measure and an annual performance measure. The mean average proportion of survey respondents that rated the Comprehensive Centers’ technical assistance services and products as highly useful was 88%.  The proportion for individual Centers ranged from 74% to 100%.
 
FY 2010 data came from client surveys conducted by the Comprehensive Centers and their evaluators and reported through the Centers’ annual performance reports, which covered the period from April 2009-June 2010.  FY 2007-FY2009 data came from surveys asking stratified random samples of target audiences about the relevance and usefulness of selected project activities and resources, as part of the national evaluation, which ended with FY 2009 data collection.
 
For FY 2010, the percentage of “high” ratings for each Center was calculated by the number of respondents giving “high” ratings divided by the total number of respondents.  Most Centers counted “high” ratings as the number of respondents in the top two categories (“excellent/good” or “agree strongly/agree”) on a 4-point scale.  The GPRA chart percentage of “high” ratings for the program was calculated by summing the percentage for each of the 21 Centers and dividing by 21, because the number of survey respondents varied greatly across Centers.  Although some Centers provided data primarily from annual surveys of their major clients about technical assistance provided throughout the year, a majority of the Centers also included data from participant surveys after major technical assistance events; and a few Centers also included ratings from document reviews. Individuals who participated in multiple events could submit responses on multiple after-event surveys.  If we had divided the sum of respondents for all Centers that gave “high” ratings by the sum total of all respondents for all Centers, those Centers that reported data from a small number of major clients who completed one annual survey would have been greatly out-weighed by Centers that also included data from a large number of respondents who completed surveys after multiple events.
  

	



	Objective 3 of 3: 
	Improve the operational efficiency of the program. 


	Measure 3.1 of 2: The percentage of Comprehensive Center grant funds carried over in each year of the project . (Desired direction: decrease)   (Desired direction: decrease)   00000y 

	Year 
	Target 
	Actual
(or date expected) 
	Status 

	2006 
	  
	40 
	Measure not in place 

	2007 
	30 
	15 
	Did Better Than Target 

	2008 
	20 
	6 
	Did Better Than Target 

	2009 
	10 
	4 
	Did Better Than Target 

	2010 
	10 
	2 
	Did Better Than Target 

	2011 
	10 
	2 
	Did Better Than Target 

	2012 
	10 
	(July 2012) 
	Pending 

	2013 
	10 
	(July 2013) 
	Pending 

	2014 
	10 
	(July 2014) 
	Pending 


Source. U.S. Department of Education, grant payment system; and Office of Elementary and Secondary Education, grantee performance report submissions.
Frequency of Data Collection: Annual 

Data Quality. The percentage of funds carried over is calculated as the projected carry-over from Year X reported by grantees in their annual performance reports, divided by the total funds awarded for Year 1 through Year X, as reported in the U.S. Department of Education’s G5 grant payment system. Grantees submit their annual performance reports 2 months before the end of the grant year. It is possible that unexpected events during the last 2 months of the grant year could cause an increase or decrease in carry-over funds. However, using projected carry-over funds from the annual performance report appears to be more accurate than using the remaining balance available in G5 as of August or September 2011, because of long lag times before expenses incurred during the grant year are billed, paid, and drawn down by the grantees.
Target Context. The long-range carry-over target is less than or equal to 10% of the funds awarded. Based on the baseline data from 2006 (40 percent carryover from Year 1 to Year 2 of the grants), the Department proposes a decrease of 10 percentage points in the target each year, in order to reach 10 percent carry-over by 2009 (10 percent carry-over from Year 4 to Year 5 of the grants). 

Explanation. The program succeeded in keeping the cumulative carry-over funds below 10% through careful management by the grantees and monitoring by ED.  Projected carry-over for individual Centers ranged from 0% to 6%.
  

	Measure 3.2 of 2: The number of working days it takes the Department to send a monitoring report to grantees after monitoring visits (both virtual and on-site).   (Desired direction: decrease)   89a0tb 

	Year 
	Target 
	Actual
(or date expected) 
	Status 

	2009 
	45 
	81 
	Did Not Meet Target 

	2010 
	45 
	78 
	Made Progress From Prior Year 

	2011 
	45 
	58 
	Made Progress From Prior Year 

	2012 
	45 
	(September 2012) 
	Pending 

	2013 
	45 
	(September 2013) 
	Pending 

	2014 
	45 
	(September 2014) 
	Pending 


Source. U.S. Department of Education, Office of Elementary and Secondary Education, program office records. 

Frequency of Data Collection: Annual 

Data Quality. Program office staff maintained records of the dates when monitoring visits were conducted and when ED monitoring reports were sent to grantees. Staff counted the number of working days as the number of calendar days minus the number of weekend days and minus the number of Federal Government holidays. 

Target Context.  In order for the feedback to the Centers to be valuable, the reports should be provided to the Centers in a timely manner. The program office is using the standard of 45 working days as the target. 
Explanation. The program office conducted one monitoring visit in September 2010 and one in July 2011, and the 45-day target to send each monitoring report to the Center fell within FY 2011. One of these monitoring reports was sent to the Center within the target of 45 working days after the monitoring visit. The program office sent the report for the September 2010 monitoring visit 72 working days after the visit and the report for the July 2011 monitoring visit 45 working days after the visit, lowering the mean average to 58 days, due to new emphasis on starting the monitoring reports as soon as staff return from the visits.
 
The program office also conducted one monitoring visit in August 2011 and one in September 2011, but the 45-day target falls within FY 2012.  However, it is notable that the program office sent the report for the August 2011 monitoring visit to the grantee at the beginning of FY 2012 within 28 working days, well within the target, as will be reflected in next year’s GPRA report for FY 2012.
 
  

	U.S. Department of Education
Draft
	6
	VPS 10/27/2011


	

	1
	VPS 10/27/2011



