





ATTACHMENT H





NCES Requirements for Statistical Analysis








The contractor shall not apply standard statistical procedures to National Adult Literacy Survey data without modification, because the design of this survey affects the validity of conventional techniques of statistical inference. There are two reasons for this. First, because a complex sampling scheme, rather than simple random sampling, was used to collect the data, strata and cluster membership must be taken into account when estimating statistical parameters, including means and percentages, and when estimating the precision of these parameters. Second, because scaling models were used to summarize performance in each subject area, measurement error must be taken into account when analyzing scale-score proficiency variables. 





In the to National Adult Literacy Survey survey sampling scheme, adults do not have an equal probability of being selected. Therefore, as in all complex surveys, each adult has been assigned a sampling weight. The larger the probability of selection for an adult, the smaller the weight for that adult will be. When computing descriptive statistics or conducting inferential procedures, the contractor shall weight the data for each adult. Production of statistical analyses without weights is likely to lead to misleading results. 





Another way in which the complex sample design used by the National Adult Literacy Survey differs from simple random sampling is that this sampling scheme involves the selection of clusters of adults from the same street block. As a result, these observations are more similar to one another than would be independently selected adults as in a simple random sample. 





The standard error—a measure of the variability of a sample statistic—gives an indication of how well that statistic estimates the corresponding population value. It is used to conduct tests of statistical significance. If conventional simple random sampling formulas are used with the National Adult Literacy Survey data to compute standard errors of sample statistics such as means, proportions, or regression coefficients, the conventional procedure will result in values that are generally too small and lead analysts to find too many statistically significant results.





Proficiencies for the National Adult Literacy Survey scales can be summarized through item response theory (IRT) scaling models, but not in the way that these models are used in standard applications, for which enough responses are available from each person to estimate that person’s proficiency precisely. The design of the National Adult Literacy Survey called for administering relatively few items to each respondent in order to track population levels of proficiency more efficiently. Because the data are not intended to estimate individual levels of proficiency, however, more complicated analyses are required of analysts. 








.	Using weights to account for differential representation. 


		


The National Adult Literacy Survey used a complex sample design to select the adults and adults who were assessed. The goals of the survey designs were to obtain a sample from which estimates of population and subpopulation characteristics could be obtained with reasonably high precision (low sampling variability) per unit of cost. To accomplish this goal, the surveys used a multistage cluster sample design. For the National Adult Literacy Survey, residential areas with high concentrations of Black or Hispanic adults were sampled at approximately twice the normal rate to obtain larger samples of respondents from those subpopulations and improved precision in the estimation of the characteristics of these subpopulations. The result of this differential probability of selection was an achieved sample that contains proportionately more members of these subgroups than exist in the population. For the National Adult Literacy Survey, blocks with higher proportions of minority adults were sampled at higher rates than normal to ensure larger samples of such respondents and improved precision in the estimation of their haracteristics. 





Appropriate estimation of population characteristics for the National Adult Literacy Survey samples must take the sampling design into account. The data files include a weight assigned to each respondent, where the weight reflects the appropriate proportional representation of the various types of individuals in the population. The weight also includes an adjustment for nonresponse and a poststratification adjustment designed to make sample estimates of certain subpopulation totals conform to external, more accurate, estimates. Each sampling weight used in the computation of any statistic is itself subject to sampling variability.  Nevertheless, these weights shall be used for all contractor analyses, whether exploratory or confirmatory. 








.	Procedures to estimate sampling variability  





A major source of uncertainty in the estimation of the value in the population of a variable of interest exists because information about the variable is obtained on only a sample from the population. To reflect this fact, the contractor shall attach to any statistic (such as a mean or a proportion) an estimate of the sampling variability to be expected for that statistic. Estimates of sampling variability provide information about how much the value of a given estimate would change if the statistic had been based on another equivalent sample of individuals drawn using the same procedures as the achieved sample. The contractor shall take into account the sample design when estimating the sampling variability of any statistic. 





The sampling variability of statistics based on the National Adult Literacy Survey data can be accurately estimated with any of three appropriate statistical procedures. The least complex of the three approaches provides an alternative approximation for estimating sampling variances using a generalized design effect procedure. The value of any particular design effect depends on the type of statistic computed (values for regression coefficients tend to be lower than those for means or proportions) and the variables considered in a particular analysis (values may be smaller for population subgroups than for overall populations). As a result, generalized design effects are often inaccurate for any particular analysis. 





The second approach relies on the mathematical idea of the Taylor series expansion to obtain an approximation of a value that is hard to calculate directly.� The Taylor series expansion is used to approximate some nonlinear function, and then the variance of the function is calculated for its approximation, rather than the function itself. The calculations are complex and take more time to calculate than conventional methods, because the method is applied to primary sampling unit totals within each stratum. Still, this class of methods typically requires much less computing time than the replication-based methods discussed next. The linearization method can be applied to any statistic that can be expressed mathematically, such as means and regression coefficients, but not to nonparametric statistics, such as medians or percentiles. 


		


The third approach uses replicated subsamples to obtain many instances of a statistic, each based on a different subsample selected from the full achieved sample. The jackknife variance estimator produces fairly precise estimates of the total sampling error for population estimates and for conducting multivariate analyses derived from NAEP or to National Adult Literacy Survey data. The jackknifing procedure has a number of properties that make it particularly suited to the analysis of these data:





	a.	It provides unbiased estimates of the sampling error arising from the complex sample selection procedure for linear estimates such as simple totals and means, and does so approximately for more complex estimates.


	b.	It reflects the component of sampling error introduced by the use of weighting factors, such as nonresponse adjustments, that are dependent on the sample data actually obtained. 


	c.	It can be adapted readily to the estimation of sampling errors for parameters estimated using statistical modeling procedures, as well as for tabulation estimates such as totals and means. 


	d.	Once appropriate weights are derived and attached to each record, jackknifing can be used to estimate sampling errors. A single set of replicate weights is required for all tabulations and model parameter estimates that may be needed.


The method of applying the jackknife procedure involves first defining pairs (or occasionally triples) of replicate groups. For the National Adult Literacy Survey, a replicate group consists of a single primary sampling unit (PSU), a pair of PSUs, or in some cases, three PSUs. These pairings are identified in the National Adult Literacy Survey survey data files; membership within the pairs is also identified in the data files. For each set of replicate weights, the sample weights within a replicate group for one member of the pair are set to zero, and for the remainder the weights are doubled. The statistic is then calculated for each set of replicate weights, with different samples. The variance of the many instances of the statistic can be directly computed and provides fairly precise estimates of the overall standard error of the statistic. 








.	Procedures to handle measurement error  





Jackknifing provides a reasonable estimate of uncertainty due to the sampling of respondents when the variable of interest is observed without error from every respondent. The item response theory (IRT) models used to summarize performance in a subject area (in this case, literacy subscale) posit an unobservable proficiency variable ? to summarize performance on the items in that area. The fact that ? values are not observed even for the respondents in the sample requires additional statistical machinery to draw inferences about ? distributions and to quantify the uncertainty associated with those inferences. The best known procedure is an adaptation of Rubin’s (1987) multiple imputation procedures for missing data to the context of latent variable models; this approach involves the “plausible values”� that appear in the 1992 National Adult Literacy Survey secondary-use data files. A less-well-known procedure is direct estimation using marginal maximum likelihoods; this approach does not require the use of conditioning. �





The essential idea of plausible values methodology is that even though the ? value of respondent i is not observed, other kinds of variables that are related to it are observed: xi, the respondent's answers to the subset of administered cognitive items, and yi, the respondent's answers to demographic and back ground variables. Inferences are about a statistic T(?,Y) normally could be calculated explicitly if the ? and y values of each member of the population were known. In this case, T could be estimated from a sample of n pairs of ? and y values by the statistic t(?,y), where (?,y) = (?1,y1, ..., ?n,yn) and the variance in t around T due to sampling respondents could be estimated by the function U(?,y). In this case, however, the observations consist of (xi,yi) rather than (?i,yi), and t must be approximated by its expected value conditional on (X,Y), or   


�EMBED Equation.3���


With item response theory measurement models, it is not possible to calculate the integral equation in this equation directly, obtaining an estimate of a population characteristic without ever obtaining a score estimate for a single individual. For this reason, alternative methods must be sought to evaluate this equation. This can be accomplished using random draws from the conditional distributions p(? |xi,yi) of each sampled adult i. The value of ? for any respondent that would enter into the computation of t is thus replaced by a randomly selected value from the conditional distribution for ? given the person’s responses to cognitive items (xi) and background items (yi). This empirical approximation yields intermediate calculations that are similar to Rubin’s approach to missing-data analysis; the random draws can be considered “imputations”of the individual’s ?. Rubin� proposed that this process be carried out several times—as multiple imputations—so that the uncertainty associated with the fact that ?s are not observed can be quantified. These imputations are called “plausible values” because they are a plausible representation of what the true ? might have been, had we been able to observe it. The National Adult Literacy Survey survey data files contain five sets of plausible values for each of proficiency composite scale or subscale.





The average of the results of M estimates of t, each computed from a different set of plausible values, is an approximation of the above equation; the variance among them, B, reflects uncertainty due to not observing ?, and must be added to the estimated expectation of U(?,y), which reflects uncertainty due to testing only a sample of adults from the population. Typically, when the two sources of error are combined, only a single plausible value estimate of t is computed using the more expensive jackknife sampling error estimates, while the other four are simply weighted, but not estimated using a replicated subsample approach. 














.	Multiple comparisons   





If many statistical tests are conducted at one time, it is likely that significance tests will overstate the degree of statistical significance of the results. Because of the design of the NAEP and to National Adult Literacy Survey samples, conventional significance tests will overstate significance, because they fail to consider the effects of clustering. In contrast, the problem of multiple comparisons noted here is independent of sample design; it arises even if one use the appropriate statistical tests described previously. The problem arises because the more statistical tests are calculated, the more likely it becomes that one will find a “significant” finding because of chance variation. In other words, the chance of a type I error—a spuriously-significant finding—rises with the number of tests conducted. 





More technically, if J multiple hypothesis tests are performed, each with a type I error rate (the probability of rejecting the null hypothesis when the null hypothesis is true) of a, the type I error rate for the entire set of tests could be as high as Ja. To control of the error rate for sets of varying size that may include both pairwise and complex comparisons, a multiple comparison procedure should be use to control the overall error rate for the entire set of hypothesis tests. (An example of a complex contrast is a comparison of one group to the average of two other groups.) The Dunn-Bonferroni approach is such a multiple comparison procedure, in which the setwise error rate (as) determines that the type I error rate for each comparison is equal to ac = as/J, where J is the number of comparisons. 





For example, to perform three pairwise comparisons between regional groups, as well as one complex comparison, controlling as at .05, the type I error rate for each comparison should be set at ac = as/J = .05/4 = .0125. The required critical value can be obtained from a table of the Bonferroni t-statistic with the appropriate degrees of freedom. 
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