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Executive Summary

The “Road Map for Validating the EFF Assessment Framework” charts a course of quality assurance for development of performance standards and measures aligned with the Equipped for the Future (EFF) Content Standards.  This road map is designed to address quality concerns on three fronts.  On the technical front, the central concern is construct validity — the assurance of valid and reliable assessment.  On the policy front, the central concern is consequential validity — the assurance of fair testing and fair use of test results.  Finally, on the popular front, the central concern is face validity — the assurance of meaningful assessment and comprehensible results.

The goal of the road map is to guide the development of an assessment framework that satisfies the demands of a variety of stakeholders in the Adult Education and Literacy System.  By using a behavioral-anchoring process to refine performance-level descriptors and collecting a wide range of validity evidence along the way, it will be possible to align the EFF Assessment Framework with widely recognized and valued learning goals and objectives.  An assessment framework that is aligned with adult education program content and learning opportunities and that makes meaningful measures of adult learning possible will be judged to be reasonable and valid by a broad range of stakeholders — policy-makers, funders, program managers, educators, researchers, and adult learners alike.  

Addressing the range of validity concerns that may arise in the development of the EFF Assessment Framework will require a multiphase, iterative process.  The key features of that process include:

· Determining the focus and objectives for each phase of the development and validation process.

· Selecting and training judges.

· Using a behavioral-anchoring process to:

(a) Clarify descriptions of performances at each level. 

(b) Identify benchmarks (tasks or performance on tasks that marks the boundaries between achievement levels).

(c) Revising level descriptors and benchmarks to ensure common understanding and appropriate use.

· Collecting a wide range of validity evidence in the course of behavioral-anchoring procedures.

· Marshalling evidence within and beyond the behavioral-anchoring process to avoid key threats to validity.

The paper illustrates the road map through an application of the behavioral-anchoring process to the development of performance-level descriptors (benchmarks) and validation of the EFF performance continuum.  This application entails judging procedures that make use of assessment tasks (and scored samples of learner performances) developed in the EFF field sites to anchor and refine performance-level descriptors.  Following the guidelines laid out in the road map, subsequent iterations of the behavioral-anchoring and validation process can be applied to other components and uses of the EFF Assessment Framework.

The final section of the road map discussion highlights the variety of validity concerns that need to be addressed in the development of the EFF Assessment Framework.  In collecting and synthesizing validity evidence in the course of behavioral-anchoring procedures, one should bear in mind the particular validity concerns that are likely to arise from technical (construct validity), policy (consequential validity), and popular (face validity) audiences for the EFF Assessment Framework.  In addition, two general threats to the validity of the EFF Assessment Framework (construct underrepresentation and construct irrelevant variance) will need to be addressed with strategies that go beyond the behavioral-anchoring process.  Engaging cognitive psychologists and other experts in a process of sharpening the constructs of skills, knowledge, and abilities for several of the EFF Standards is one such strategy.  A second strategy will entail developing new performance-based assessments and scoring rubrics to measure performance on these constructs directly.




Background

 “Would you tell me, please, which way I ought to go from here?”

“That depends a good deal on where you want to get to,” said the Cat.

“I don’t much care where—” said Alice.

“Then it doesn’t matter which way you go,” said the Cat.

“—so long as I get somewhere,” Alice added as an explanation.

“Oh, you’re sure to do that,” said the Cat, “if you only walk long enough.”

Lewis Carroll, Alice in Wonderland
“Getting clear about what we mean by ‘performance’ is not just a technical question, but a question of value.  At the heart of performance accountability is what we want adult education to be and become.  Only when we are clear about where we want to go can we create mechanisms to show how far we have come.”

Juliet Merrifield (1998, quoted in Stein, 2000)

“If you don’t know where you’re going, you might end up someplace else.”

Attributed to Yogi Berra (quoted in Mislevy, Steinberg, & Almond, 1999)

The Adult Education and Literacy System (AELS) is in a predicament not unlike that faced by Alice when she sought the advice of the Cheshire Cat.  It is clear that the AELS needs to go somewhere, but it is not entirely clear where that might be or how we will get there.  The demands for professionalization, for more effective and more accessible service delivery, and for increased accountability all point the field in the direction of systemic reform, and yet a clear vision of what a fully reformed system will look like has only recently begun to emerge.  Under the circumstances, we should be aware — as the quoted passages above indicate — that the first step in choosing the right path is being clear about where we want to go.  Progress in clarifying the goals for systemic reform of the AELS is being made on a number of fronts, most recently in the release of the National Literacy Summit 2000 report.  The Equipped for the Future (EFF) Standards and the National Reporting System (NRS) both have important roles to play in defining goals for systemic reform of the AELS.  Bringing EFF and the NRS into alignment will be another important step toward clarifying these goals.  Developing an EFF Assessment Framework that can effectively align adult learning goals and standards with curriculum, assessment, and accountability frameworks for the AELS will take us even farther down the road of systemic change and improvement.  

The road map described below lays out guidelines for a rigorous and inclusive process that can help to ensure that the demands and interests of a wide variety of stakeholders in the Adult Education and Literacy System are reflected in the EFF Assessment Framework.  This road map starts from two assumptions.  First, it is assumed that the process of developing and validating the EFF Assessment Framework will be a blend of art and science.  As far as is possible, the road map should adhere to technical methods for establishing validity and reliability.  However, no “off-the-shelf” technical procedures appear to be completely suitable to apply to the EFF work.  In the absence of any such method, guidelines should be established for systematic and rigorous procedures that will lead reasonable people in the AELS and beyond to conclude that the resulting EFF Assessment Framework and its uses are valid.  For this purpose, the first section of the road map description includes guidelines for a three-stage, iterative, behavioral-anchoring process.  Behavioral anchoring is a procedure used to define performance-level descriptors in terms of behavioral descriptions or examples of performance.  The “anchoring” process involves selecting points on a scale (“anchor points” or benchmarks) and defining these points as knowledge, skills, and abilities (KSAs) exhibited by learners who are near these points.  The behavioral-anchoring process described below is adapted from guidelines developed by Ronald Berk (1996) for a General Eclectic Method (GEM) for performance standard setting.   

The second assumption used to orient the road map is that various stakeholders in the AELS will apply a variety of different criteria in judging the validity of the EFF Assessment Framework.  Educational testing specialists will be looking for evidence that appropriate procedures have been followed to ensure that the framework has construct validity — that assessment instruments and practices are reliable and valid.  Funders, policy-makers, and program managers will be looking for evidence that the framework has consequential validity — that it has been designed to support feasible and accurate monitoring of learning results for adult learners and for adult educational programs.  Teachers, learners, and the general public will be looking for evidence that the framework has face validity — that it defines adult learning goals and describes levels of performance in clear and concrete language.  The second part of the road map description identifies the wide variety of evidence that may be needed to validate the EFF Assessment Framework.  In this section of the paper, Samuel Messick’s (1995, 1996) model of construct validity is used to highlight a variety of threats (and strategies for avoiding threats) to the validity of the EFF Assessment Framework.  Some forms of validity evidence will be produced through the behavioral-anchoring process.  Other forms of evidence may require additional strategies, including expert work on construct domains and the development of new assessment tools.

The fact that the description of the road map is divided into two sections does not imply two different paths or objectives for the validation process.  Rather, the road map provides guidelines for a multiphase and iterative process that can be used to validate the many parts and purposes envisioned for the EFF Assessment Framework.  These parts and purposes are discernible in the four tasks laid out for their development in Chapter 3 of Equipped for the Future Content Standards (Stein, 2000, p. 56), as follows:

1. Defining the EFF continuum of performance;

2. Developing a continuum of performance for each Standard, with levels that benchmark key performances;

3. Developing tools to assess performance of each Standard for the range of assessment purposes; and 

4. Developing a broad “qualifications framework” that focuses on integrated performance across standards, with levels that represent real-world benchmarks.  

Work on the first three of these tasks is already under way, and this is where the road map for validating the EFF Assessment Framework begins.  The first phase of work in the validation process will use the guidelines in the road map to design a behavioral-anchoring process that uses materials developed in the EFF field sites (assessment tasks aligned with EFF Standards and ratings of learner performance on those tasks) to identify anchor points (benchmarks) for levels of performance on each Standard and to validate the EFF continuum of performance.  Descriptions of the stages and steps in the behavioral-anchoring process below are written with this initial phase of the validation of the EFF Assessment Framework in mind.  However, the general process guidelines and validation criteria contained in the road map are intended as guides for ongoing validation work leading up to and continuing beyond the development of an EFF qualifications framework.  An important goal of the road map is to keep the EFF development work on track in two ways: first, by providing guidelines for systematic and rigorous behavioral-anchoring procedures, and, second, by identifying opportunities for collecting evidence of the validity of the EFF Assessment Framework within and beyond the behavioral-anchoring process.

The road map begins with guidelines for a three-stage behavioral-anchoring process.  Following the model of Berk’s General Eclectic Method (GEM), the first stage in this process is to answer a series of framing questions.  The answers to these questions are used to establish ground rules for putting together judging panels and for initiating the behavioral-anchoring judging process.  These framing questions need to be posed and answered each time the three-stage behavioral-anchoring process is used to establish and validate performance-level descriptions.  The framing questions are listed here and are discussed in more detail in the section on framing questions below.

(a) What is the examinee target population? 
(b) What types of assessment instruments are being used?  

(c) What scoring formats are being used?

(d) What methods are being used to set performance levels?

(e) How many performance levels are desirable?

(f) Will some standards or dimensions of performance be given more weight than others? 
Decisions made on the issues raised by these framing questions establish a focus and purpose for the judging process that follows.  These decisions also guide the selection and training of judges.  As noted above, the tasks, task ratings, and learner performance ratings produced in the EFF field development sites will provide the raw materials for the initial phases of the behavioral-anchoring process.  The steps in that process (adapted from Berk’s 10-step GEM) are listed here and are discussed in the section on judging procedures below.     

Step 1. Consensus on definitions of EFF performance levels is achieved through a broad-based, participatory process.
Step 2. Panels of content experts are formed and develop amplified, explicit behavioral descriptions of EFF performance levels based on consensus.  
Step 3. Judges select anchor tasks at the upper and lower ends of the performance-level categories based on consensus.

Step 4. Judges independently match all tasks to performance levels on the basis of the behavioral descriptions and anchors.

Step 5. Judges independently rate the importance of each dimension of the EFF performance continuum.
Step 6. Judges are given feedback on their individual and the panel’s decisions (from Step 4) plus scored samples of learner performance and independently revise their initial decisions.

Step 7. Judges discuss their revised task ratings and weighting decisions without pressure to reach consensus.
Step 8. Judges render their final independent revisions of their task ratings and weighting decisions based on the discussion (Step 7) and accumulated insights.

Step 9. The EFF leadership team reviews individual decisions on weights assigned to each dimension of the EFF performance continuum and formulates decision rules.
Step 10. The EFF leadership team reviews and revises individual task ratings in light of the decision rules for weighting scoring dimensions and makes final determination of benchmarks for task and learner performance ratings. 

The case for the validity of the EFF Assessment Framework will have to be made to a number of different audiences on a number of different grounds.  The 10-step behavioral-anchoring process provides many opportunities for collecting the evidence that will be needed to demonstrate the validity of the use of the EFF performance continuum and performance-level descriptors for a variety of purposes.  Validation of the EFF Assessment Framework should include collection of evidence that will address the construct validity concerns of psychometricians, the consequential validity concerns of people directly involved in the AELS, and the face validity concerns of everyone else (including the public, the media, and elected officials).  Beyond the collection of validity evidence generated by behavioral-anchoring procedures, addressing the validity concerns of these three key audiences for the EFF Assessment Framework may require additional work in two areas: “sharpening” the construct for some of the EFF Standards, and developing new performance-based assessments to measure performance on the EFF Standards directly. 


The Behavioral-Anchoring Process 

At the epicenter of every method proposed since prehistoric times is human judgment, whose subjectivity and imprecision wreak havoc in the minds of quantitatively trained people. (Berk, 1996, p. 215)

In developing guidelines for the General Eclectic Method, Ronald Berk (1996) reviewed a large body of psychometric literature on criteria for the validity and reliability of standard-setting processes.  In his synthesis of this literature, he counted “nearly 50 standard-setting methods,” all of which, as noted in the above quotation, involve subjective judgments.  The road map for validation of the EFF Assessment Framework also will rely heavily on subjective judgments.  Ensuring that those judgments are valid (and reliable) is in part a matter of careful selection and training of judges.  Validity (and reliability) in subjective judgments also comes from adhering to rigorous and systematic judging procedures.  Before judges are selected and before a judgment process is initiated, we must decide what the objects and purposes of the judging will be.  The road map therefore begins with a set of framing questions that should be answered at the outset of each iteration of the behavioral-anchoring process. 

Setting the Stage: Framing Questions

The framing questions discussed here set the stage for each iteration of the behavioral-anchoring process by guiding decision-making on the focus and goals for judging procedures.  In this case, the questions are answered to prepare for defining performance-level descriptors and benchmarks of performance levels and for validating the EFF performance continuum.  The materials for the proposed behavioral-anchoring process are the EFF performance continuum and the results of the use of that continuum in task analyses and learner performance ratings produced in the EFF field development sites in the spring of 2000.  Two samples of work (see Appendix) produced in the EFF field sites are used to illustrate and make more concrete the following discussions of framing questions, judging panel formation, and judging processes.  Answering these framing questions in preparation for further iterations of the behavioral-anchoring process (for example, to validate new assessment tools or for applications of these to particular populations) will lead to judging panels and judging processes that will differ in some respects from those described below. 
(a) What is the examinee target population?


Although the performance continuum for the EFF Standards is envisioned to include the full range of adult competency levels (“from 0 to Ph.D.”), initial phases of the development of the EFF Assessment Framework are focused on performance standards and measures that are appropriate for use with adults served by the Adult Education and Literacy System (i.e., adults in basic literacy, ESL, secondary education, family literacy, workplace literacy, and related educational programs).  Indeed, the assessment tasks, task ratings, and learner performance ratings that will be used in the initial round of validating the EFF performance continuum were produced by teachers in the AELS.  The two sample assessments used here to illustrate the road map (See Appendix, Sample 1 and Sample 2) were developed for use by two different target populations.  Sample 1 was developed for a mixed-ability, basic literacy to GED group of students.  Sample 2 was developed for beginning ESL students.  The differences between these two target populations, as well as the differences in the types of performance being measured, will have implications for the selection and training of judges.  Several rounds of judging by different judging panels will be needed for validation of the EFF performance continuum for use by ABE/GED learners and by adult ESL learners. 
(
b) What types of assessment instruments are being used?  


One important dimension of this question is the choice between using existing tests (or items from existing tests) and newly developed assessments.  Whether existing assessments are selected or new measures are developed, the format of the assessment (selected response, open-ended, performance task, work sample, or other formats) will be an important consideration in setting up validation procedures.  As pointed out by Wills (1999) and Stein (2000), the multiple purposes for the EFF Assessment Framework cannot be met with just one assessment tool.  It follows that different assessments will be selected or developed for different purposes and for use by different examinee target populations.  


All of the assessment tasks developed in the EFF field sites are performance-based assessments of various types.  Both of the sample assessments are multistep performance tasks.  For example, Sample 1 entails assessment of learner performance on using a graphic organizer to record information from a reading passage, making an oral presentation based on the information in the reading, and writing an article summarizing that information.  Documentation and samples of learner performance on all aspects of the performance tasks will need to be reviewed in the validation process.

(c) What scoring formats are being used?

 
Although a variety of scoring formats are possible for assessments, the fact that the EFF performance continuum is a multidimensional construct suggests a need for performance-based assessment (see Ananda, 2000, and discussion below) and the use of scoring rubrics (a scale of at least three points, usually applied to scoring a task that is open ended, constructed response, essay, etc.).  The assessment tasks developed in the EFF field sites are scored in two ways.  First, an analysis of the task itself is made using a template to guide rating of the task on its complexity, the number and familiarity of the contexts in which it is performed, and the knowledge base needed to perform the task.  Second, learner performance on the assessment is scored for evidence of the learner’s knowledge base, fluency, and independence in the performance of the task.  Both task ratings and learner performance ratings will be reviewed in the behavioral-anchoring process.

(d) What methods are being used to set performance levels?

The possibilities here include test-centered, examinee-centered, or hybrid (combination test- and examinee-centered) approaches to setting performance levels.  The materials produced by the EFF field sites provide the raw materials necessary for a hybrid approach to establishing anchors for performance levels on the EFF performance continuum.  Materials produced by the EFF field sites include sample performance tasks and ratings of both tasks and learner performances on the tasks.  All these materials (task descriptions, task ratings, learner performance ratings) will be useful in the process of identifying behavioral anchors for the performance levels and validating the EFF performance continuum. 
(e) How many performance levels are desirable?

The EFF performance continuum consists of a 100-point scale that can be divided into 10 (10-point intervals) or 5 (20-point intervals) performance levels.  Given the choice of AELS learners as the target population and the goal of integrating EFF with the National Reporting System (NRS), initial validation of the EFF performance continuum ideally should focus on identifying tasks and learner performances that fall within the first 6 (of 10) performance levels for the purpose of evaluating correspondence to the 6 performance levels defined for the NRS.  The ratings of tasks and learner performances in the EFF field sites used scoring criteria for 5 performance levels covering the full 100- point range.  However, overall ratings of tasks were done within a 5-point range.  For example, both Sample 1 and Sample 2  received overall task rankings in the 30-35 range.  It may be advisable to instruct judging panels to rate tasks on a scale of 10 performance levels to permit the results of the validation process to be used for aligning the EFF Assessment Framework with the NRS.

(f) Will some standards or dimensions of performance be given more weight than others? 


The existence of multiple uses and users of the EFF Assessment Framework may imply a need to assign more weight to ratings on some dimensions of performance than on others for particular target populations and assessment purposes.  It is likely, for example, that an adult basic education program that has adopted the EFF Assessment Framework as a guide to instructional planning and for monitoring of instructional processes, content, and outcomes would want to give priority to the EFF Standards or performance levels that are most closely aligned with program objectives.  In the case of validating the EFF performance continuum, it is clear that differential weighting of the dimensions of performance defined by the continuum (structure of knowledge base, fluency of performance, independence of performance, range of conditions for performance) may be needed for evaluating performance by different categories of learners, for assessments aligned with different EFF Standards, and for different assessment purposes.  For this reason, weighting (Step 5) and definition of weighting decision rules (Step 9) will need to be included in the judging process.

Selecting and Training Judges


Because the behavioral-anchoring process is unavoidably subjective, the competence, credibility, and representativeness of judges involved are critical aspects of the validity of the process and its outcomes.  The criteria used in the selection of judges and the nature of the training they will need to participate effectively in judging procedures will be determined in part by the answers given to the framing questions above for each iteration of the behavioral-anchoring process.  Two different types of judging panels are called for in Berk’s GEM.  Following Berk’s guidelines, the first type of judging panel needed for the behavioral anchoring of the EFF performance continuum would be broadly based, diverse, and representative of the complete array of stakeholders in the AELS.  This type of judging panel is needed for Step 1 of the behavioral-anchoring process.  In effect, the EFF leadership team has already taken this step by involving representatives of adult learner, practitioner, policy-maker, program manager, researcher, and general public stakeholder groups in the process of defining the EFF performance continuum.  Therefore, the road map discussion below is focused on the composition and work to be done by the smaller judging panels needed for Step 2 through Step 8 of the behavioral-anchoring process. This second type of judging panel is a more specialized group of “content experts.”  In the case of EFF, this second group would still need to be relatively broadly based and might include representatives of each of the stakeholder groups represented in the first group. 
The size and composition of EFF judging panels will vary from one iteration of the behavioral-anchoring procedures to the next.
  Using the two example assessment tasks as a starting point would suggest two panels of “content experts.”  These panels should include both content experts who have been involved in EFF development work and those who are new to EFF.  Content expert panels also should include a variety of end users of the EFF Assessment Framework (learners, educators, policy-makers, program managers, and researchers).  At this stage of the development of the EFF Assessment Framework, it may be advisable to convene at least one panel of judges for each of the four skills clusters (Communication Skills, Decision-Making Skills, Interpersonal Skills, and Lifelong Learning Skills) and for both ABE/GED and adult ESL learners — a total of eight panels.  In this scenario, Panel 1 (for a judging process including Sample 1) would contain judges who possess expertise across all the Communication Skills and familiarity with ABE/GED learners.  Panel 2 (for a judging process including Sample 2) would contain judges with expertise in the Lifelong Learning Skills domain and familiarity with adult ESL learners. 
Thorough training of judges is also an essential preliminary step in the behavioral-anchoring process.  The amount and content of the training required for judges will depend on criteria used in the selection process, as well as the nature of the judging task.  At minimum, training should provide judges involved in EFF validation procedures with opportunities to develop a thorough understanding of the EFF Standards and their intended uses.  Judges also will need to develop a deep understanding of the application context and intended uses of the EFF Assessment Framework.  Developing a core set of training materials for judges may be a cost-effective method of facilitating replications of the behavioral-anchoring process.  Such materials can be supplemented with specific content needed to prepare judges for review of particular parts and purposes of the EFF Assessment Framework.

The Judging Process


The following guidelines for a 10-step judging process (following Berk’s GEM) will need to be adapted and applied many times to validate the various components and uses of the EFF Assessment Framework.  The manner in which the judging process is organized, the number and characteristics of members of panels of judges, and the guidelines for individual steps in the process may vary from application to application.  As in the discussion of framing questions and judge selection and training above, these steps are illustrated through an application to a behavioral-anchoring process for the EFF performance continuum using the two sample assessments (see Appendix).

Step 1. Consensus on definitions of EFF performance levels is achieved through a broad-based, participatory process.


Broad-based consensus building has been the hallmark of the EFF Standards development process.  Refining language and building consensus around the EFF performance continuum through a process that engages large numbers of adult literacy stakeholders has been under way since mid-1999 and should continue.  Building on this past work, the emphasis for the next phases of work on validating the EFF performance continuum should be iterations of the more narrowly focused behavioral-anchoring procedures described in Steps 2 through 10 below.    

Step 2. Panels of content experts are formed and develop amplified, explicit behavioral descriptions of EFF performance levels based on consensus.  

This work builds on the performance-level descriptions contained in the EFF performance continuum and adds specific, operational descriptions of the knowledge, skills, abilities, and other characteristics that should be evident at each performance level for each EFF Standard.  As suggested above, the initial panels of content experts will work on materials (tasks and learner performances) associated with EFF Standards in one of the four skills clusters and with either an ABE/GED or an ESL target examinee population in mind.  For example, Panel 1 (containing judges who possess expertise across all the Communication Skills and familiarity with ABE/GED learners) would work together to develop detailed descriptions of performance levels on assessment tasks aligned with the EFF Communication Skills Standards.  

Step 3. Judges select anchor tasks at the upper and lower ends of the performance-level categories based on consensus.


This is the first of several iterative sorting activities built into the behavioral-anchoring process.  The basic task here is to select tasks that can be used to benchmark the top or the bottom of each level on the performance continuum.  Using a set of sample tasks developed by the EFF field partners, judges will select a subset of these tasks that fall near the upper and lower limits of the levels defined by the EFF performance continuum.  The tasks selected through this process become “anchors” for the next phase of sorting in Step 4.  This identification of boundary-marking tasks is done as a group.  For example, judges in Panel 2 might decide as group to select Sample 2 as an “anchor” task to mark the lower boundary of the third performance level (31-40) on the EFF performance continuum.

Step 4. Judges independently match all tasks to performance levels on the basis of the behavioral descriptions and anchors.

In this step, judges use the boundary-marking tasks (“anchors”) and behavioral descriptions of performance levels to sort all remaining tasks into performance levels.  This is an independent sorting activity.  In subsequent steps, judges compare their ratings with those of other judges, as well as with related performance data (Step 6); discuss their ratings with other judges (Step 7); and, have a final opportunity to revise their independent classifications (Step 8). 

Step 5. Judges independently rate the importance of each dimension of the EFF performance continuum.

The purpose of this step is to allow for the possibility that some dimensions of performance being assessed may be more important and should be given more weight than others.  Considering the consequences of performance measurement for learners, educational programs, or other stakeholders in particular contexts may lead to giving more weight to some dimensions of the EFF performance continuum and deemphasizing others.  For example, one of the judges on Panel 1 may decide at this point in the process that the rating of fluency of performance should be given more weight than ratings on other dimensions in the overall rating of learner performance on tasks aligned with the Communication Skills Standards. 

Step 6. Judges are given feedback on their individual and the panel’s decisions (from Step 4) plus scored samples of learner performance and independently revise their initial decisions.

This step permits individual judges to compare their own decisions with decisions made by other judges and to view empirical data (in this case, field site ratings of learner performances on the tasks) that may cause them to reevaluate their initial judgments.  For example, the judge on Panel 1 who decided to weight fluency of performance more highly than other dimensions of performance may revisit and revise that decision at this stage.

Step 7. Judges discuss their revised task ratings and weighting decisions without pressure to reach consensus.

Allowing judges to discuss the rationales for their decisions without having to abandon their independent judgments permits a free exchange of ideas without pressure to conform to prevailing opinions.  This procedure seems entirely consistent with the EFF desire to hear all voices.

Step 8. Judges render their final independent revisions of their task ratings and weighting decisions based on the discussion (Step 7) and accumulated insights.

The intention of this step (and previous steps) is to facilitate a group process that leads to well-reasoned independent judgments.  This is the final step in the work to be done by the panels of content experts.

Step 9. The EFF leadership team reviews individual decisions on weights assigned to each dimension of the EFF performance continuum and formulates decision rules.

At this stage in the behavioral-anchoring process, the EFF leadership team will review the results of work by the content expert panels.  Some decision rules will be needed to reconcile differences in individual judges’ weightings of scoring dimensions.  This is essentially a leadership activity, but one that should capture the central tendencies in individual weighting decisions.  For example, the end result of this review of the work done by Panel 2 will be decision rules for assigning weights to scoring dimensions on the EFF performance continuum for assessment of ESL learners on Lifelong Learning Skills Standards.   

Step 10. The EFF leadership team reviews and revises individual task ratings in light of the decision rules for weighting scoring dimensions and makes final determination of benchmarks for task and learner performance ratings. 

This final step in the behavioral-anchoring process is the culmination of the work done by the content expert panels.  The result should be a set of examples of tasks and of student performances that benchmark levels on the EFF performance continuum.  The work by Panel 1 should lead to benchmarks that are applicable to tasks and ABE/GED learner performance on tasks in the Communication Skills domain.  The work by Panel 2 should lead to benchmarks for adult ESL learners on tasks in the Lifelong Learning Skills domain.  Through further iterations of the behavioral-anchoring judging process, benchmarks can be elaborated and validated for each of the EFF Standards and for a variety of target examinee groups.

Collecting Evidence of Validity
Because evidence is always incomplete, validation is essentially a matter of making the most reasonable case to guide both current use of the test and current research to advance understanding of what the test score means.  In other words, validation is basically a matter of constructing a network of evidence supporting (or challenging) the intended purpose of the testing. 

(Messick, 1996, p. 1, emphasis added)


As Samuel Messick notes in the passage quoted above, validation comes from making a strong case supporting the “intended purpose of the testing,” or, in the case of EFF, the intended purposes of the Assessment Framework.  The many potential uses of the EFF Assessment Framework will raise a variety of validity concerns.  As noted above, distinctive sorts of validity concerns are likely to arise from different audiences for the EFF Assessment Framework.  The concerns of each of these audiences will need to be considered in collecting validity evidence.  Some forms of validity evidence can be produced in the behavioral-anchoring process described above: other forms will need to be collected outside of the behavioral-anchoring process.  Collecting a wide range of validity evidence and putting it into forms that have meaning to all stakeholders in the AELS will be a key challenge for the validation of the EFF Assessment Framework.  
Aspects of Validity

According to Samuel Messick (1995, 1996), traditional validity concerns and more recent concerns for consequential validity should all be considered aspects of a general model of construct validity.  The six aspects of construct validity that Messick identifies (content, substantive, structural, generalizability, external, and consequential aspects) each highlight types of evidence that should be collected to avoid threats to the validity of the EFF Assessment Framework.  In addition to the technical aspects of validity identified in Messick’s model, it will be important to consider and avoid threats to the face validity of the EFF Assessment Framework.  The goal of developing  performance standards and measures that “look valid” to a lay audience is not a trivial concern and, in fact, is a key potential strength of the EFF Standards and Assessment Framework.
Content validity.  The content aspect of construct validity suggests a need to look carefully at the fit between the construct domain (the boundaries and structure of knowledge and skills) delimited by the EFF Standards and the dimensions of the emerging EFF performance continuum.  One key question to ask may be whether the full range of applied skills and knowledge encompassed by each of the 16 EFF Standards can be adequately represented in assessment tools and scoring criteria aligned with the four dimensions of the EFF performance continuum.  The first phase of the behavioral-anchoring process will provide ample opportunities for gathering evidence of the content validity of the EFF performance continuum, performance-level descriptors, and benchmarks.  One particularly valuable source of such evidence will be the review of task analyses produced in the EFF field sites.  Messick suggests that task analysis (as well as job analysis) is particularly useful for “determining the construct domain and for selecting assessment tasks attuned to the level of developing expertise of the learners” (Messick, 1996, p. 8). 

Substantive validity.  Looking for evidence of the substantive validity of the EFF Assessment Framework focuses attention on the process aspect of the EFF construct domain.  Empirical evidence of the processes that are used in performing tasks may be gathered by using a variety of methods, including “think-aloud” protocols and task analysis.  Data on the substantive aspect of validity is thus to be found in the task analyses and learner performance samples and ratings produced in the EFF field sites.  Substantive concerns also may be raised (and need to be addressed) in linking or cross-walking EFF Standards with existing assessment instruments.  In other words, the cross-walking process should consider not only the correspondence of content (knowledge, skills, and abilities) but also the correspondence between applications of content in existing assessments and the applications of content in the functional domains associated with the three EFF roles.  

Structural validity.  The structural aspect of validity highlights concerns about the fit between scoring criteria and rubrics with what is known about the ways that domain content and processes are integrated in the performance of an assessment task.  In other words, the development of scoring criteria and rubrics should follow the same logic that informs the descriptions of performance standards and levels.  The development of assessment tasks aligned with EFF Standards in the EFF field sites should minimize the threat of invalidity on structural grounds.  Evidence of the degree to which this structural alignment was achieved can be reviewed in the behavioral-anchoring process.  A key issue for future iterations of the behavioral-anchoring process will be to evaluate the validity of using existing assessment tools as measures of the EFF Standards.

Generalizability.  The key concern raised by the generalizability aspect of validity is that score interpretation not be limited to the small number of tasks that have been assessed but also be generalizable to the construct domain more broadly.  Generalizability poses difficult challenges for assessment of complex performance, where there is likely to be a trade-off between depth and breadth of the domain coverage because of the time-intensive nature of performance assessment.  The various purposes and multidimensionality of the EFF Assessment Framework suggest possibilities for a variety of ways of dealing with depth and breadth issues.  The behavioral-anchoring process will permit collection of evidence of the generalizability aspect of validity through review and elaboration of performance-level descriptors and matching of these to the EFF performance continuum and Standards.  Messick (1996, p. 11) suggests that in the case of assessment for accountability purposes, a matrix-sampling design (giving different performance tasks to different samples of learners) may provide more breadth of coverage (at the expense of comparability of individual scores).  He also suggests mixing task types (combining more efficient structured exercises with more time-intensive, open-ended tasks).  Beyond issues of breadth and depth, the generalizability aspect of validity also includes traditional reliability concerns (e.g., measurement errors across time and across ratings of task performance). 

External validity.  The external aspect of validity highlights the need to compile both convergent and discriminant evidence of correlations with external variables.  In other words, evidence is needed to show that the EFF Assessment Framework places people at levels on a performance continuum that correspond to relationships reflected in other measures of the same construct (convergent evidence) and that are distinguishable from relationships reflected in measures of different constructs (discriminant evidence). In the initial rounds of the behavioral-anchoring work, it should be possible to collect convergent evidence of the external aspect of content validity by looking across and comparing performance levels on assessment tasks within each skills cluster.  Scores on some subscales or sets of items from existing assessments (TABE, CASAS, ABLE, etc.) also might serve as sources of convergent validity evidence for the EFF Assessment Framework.  These standardized assessments and others also might serve as sources of discriminant validity evidence.
Consequential validity.  The consequential aspect of validity points up the need to collect evidence that positive benefits have been realized as well as that negative consequences have been minimized in the use of the Assessment Framework.  Consequential validity is as much a matter of policy and opportunity as it is a matter of the technical merits of an assessment system.  Messick emphasizes that the consequential aspect should not be taken as an isolated and separate type of validity because “the values served in the intended and unintended outcomes of test interpretation and use both derive from and contribute to the meaning of the test scores” (1996, p. 13).  To collect evidence of the consequential validity of the use of the EFF Assessment Framework, the behavioral-anchoring panel should look carefully for any evidence of adverse impact on any individuals or groups that may result either from test invalidity or from fairness issues arising from misalignments of assessment tasks and learning opportunities.
Face validity.  From the perspective of face validity, the key concern is that evidence is collected to show that the EFF Assessment Framework is communicated in clear language and is widely seen as containing meaningful descriptions and measures of significant adult competencies.  Through successive iterations of the behavioral-anchoring process, the language of performance-level descriptors can be refined, assessment tasks can be aligned with performance-level descriptors, and learner performances on the tasks can be matched back to the level descriptors.  In this way, concrete and easily communicated evidence of the validity of the EFF Assessment Framework can be gathered.

Avoiding Key Threats to Validity

From the perspective of Messick’s model of construct validity, there are two major threats to validity for any assessment system: construct underrepresentation and construct-irrelevant variance (Messick, 1995, 1996).  Construct underrepresentation threatens validity when an assessment is too narrow and fails to measure important components (knowledge, skills, and abilities) or dimensions of expertise.  Construct-irrelevant variance becomes a threat when aspects of an assessment task that are not related to the focal construct either make the task easier (“construct-irrelevant easiness”) or more difficult (“construct-irrelevant difficulty”) for some subset of the examinees.
 
Work in two areas seems to be needed to avoid these general threats to validity. First, “sharpening” of the construct for some of the EFF Standards is needed.  Does the EFF performance continuum constitute an adequate domain theory for the purpose of selecting/developing and scoring performance tasks?  The standard way to answer this question (and to compile evidence relevant to concerns about the content aspect of validity) is to have “content experts” judge the content relevance and representativeness of EFF assessment tools.  The behavioral-anchoring process can assist in sharpening the EFF constructs, but additional work by cognitive psychologists and other experts may be needed.  The fact that the EFF Standards were developed through a broad-based consensus-building approach has both costs and benefits for the validation of the EFF Assessment Framework.  One such cost is the increased risk of construct-irrelevant variance that may arise from the fact that the components and dimensions of performance on some of the EFF Standards (particularly those in the Interpersonal Skills domain) may not be sufficiently “well constructed” to guide the selection or development of performance measures.

Second, no existing assessment instruments or combination of instruments have yet been identified as comprehensive measures of the constructs of the EFF Standards.  In matching existing assessment tools to the EFF Standards, it will be difficult to avoid the threat of construct underrepresentation.  According to Messick, only when “different assessments (i.e., those involving different tasks or different settings or both) are geared to the same construct domain, using the same scoring model as well as scoring criteria and rubrics, then the resultant scores are likely to be comparable or can be rendered comparable using equating procedures” (1996, p. 10).  Others (Mislevy, 1992; Feuer et al., 1999) have recommended similarly strict standards and limits on linking educational assessments.  Because comparability is an important consideration for the EFF Assessment Framework, careful consideration should be given to this aspect of construct validity.  The fact that the foundation for the EFF Assessment Framework consists of a multidimensional construct of adult proficiencies (16 standards and a four-dimensional performance continuum) that is focused on describing and measuring applications of knowledge, skills, and abilities in real-life adult roles suggests a need to develop performance-based and authentic assessments aligned with the framework.  New assessment instruments will need to be identified and developed to measure performance on the EFF Standards directly. 
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� Berk (1996, p. 223) recommends judging panels of 5 to 20 judges and feels that experience indicates that consensus building is more difficult when the number of judges exceeds 20.


� Messick (1996, p. 5) gives “undue reading-comprehension requirements in a test of subject-matter knowledge” as an example of “construct-irrelevant difficulty,” and “a reading comprehension passage [that] is well-known to some readers” as an example of “construct-irrelevant easiness.”
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