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Introduction

In this paper I will first provide a very brief, deliberately selective historical sketch of early attempts to assess teaching ability in order to provide some context for the discussion that follows.  I will then review some of the technical issues that must be considered in any assessment of teaching quality.  This will be followed by a more or less in depth discussion of a prototypical example of a performance of teaching ability, and conclude with a discussion of the relative advantages and disadvantages of these developments, and some specific comments on the implications of developments in teacher assessment for pre-service training.  I should note up front that the prototypical performance assessment I will feature is that developed by the National Board for Professional Teaching Standards (NBPTS).  It represents, in this writer's opinion, the state of the art in this area and has influenced various both state efforts to assess teaching quality and national initiatives such as INTASC (The Interstate New Teacher Assessment and Support Consortium.  In addition, several schools of education (e.g., Pepperdine) have significantly altered their curricula as a result of the NBPTS assessments. The majority of states now provide financial and other forms of support for teachers who National Board certification, as well as attractive financial rewards in the form of bonuses and salary increases for any teacher who becomes National Board certified.  

In featuring the work of NBPTS, I will also draw parallels with INTASC where appropriate.  I should also note that I have chosen to feature the NBPTS assessments for at least two other reasons.  First, I know them well.  From 1991 to 1995, I, along with Dick Jaeger, co-chaired the National Board's Technical Analysis Group, a team of some 15 measurement specialists from the United States and Canada, who were charged with conducting the necessary psychometric work to ensure the technical measurement quality of the National Board's work.  The Technical Analysis Group took their charge seriously.  Before a single teacher was certified, over 100 technical reports on various aspects of the pilot tests, field administrations, standard setting, and scorer training were written.  Since 1995, I have served as the Board's Senior Advisor for Assessment.  My attempt at objectivity notwithstanding, the biases emanating from these circumstances doubtless show through.  

A Little History

The history of the formal assessment of teaching ability is long, uneven, and controversial.  During the hegemony of industrial psychology, circa 1920-1950, a distinctly behavioral approach to teacher assessment, not unlike the time-and-motion studies of industry, emerged.  Graduate students in education spent countless hours taking detailed observations at specified time intervals of atomistic teacher and student "behaviors."  Many of these were in the form of behavioral checklists with little or no subjective commentary.   In their more extreme versions, such observations ignored entirely the actual content or relevance of what teachers or students were actually saying.  The focus was squarely centered on generalized verbal and non-verbal "behaviors."  In the behaviorist hegemony of the time, the observations and checklists were then systematically related to indices of student learning, which typically took the form of standardized test scores.  


Many school districts and states developed less routinized procedures for teacher evaluation as part of a legislative mandate to evaluate probationary teachers for eventual tenure or dismissal, and to evaluate probationary teachers for tenure and promotion.  These procedures typically took the form of classroom visits by some combination of tenured teachers in the relevant discipline, curriculum specialists, and the principal.  


Easily the most controversial, and least justified, form that teacher "assessment" has taken is attempting to evaluate teachers on the basis of the achievement of their students on standardized tests.  Although rare among professional researchers, the practice is unfortunately popular among politically motivated public commentators and, sadly, among some persons in positions of authority.  It is perhaps worth noting in passing that the practice is almost routine in the evaluation of school superintendents.  To be sure, a solid case can and should be made that "good teaching is meaningless without good learning."  The problem is, What constitutes good learning?  Performance on standardized tests that are often only remotely connected to school curricula is not an appropriate yardstick.  In fact, it could well be argued that assessing and evaluating teachers on their students' performance on tests that are directly tied to the curriculum is also inappropriate because students come to school differing widely in readiness and family support.


The latter position produces an inevitable tension.  On the one hand, to hold poor and/or minority students and their teachers to a lesser standard than their majority or well-do-do counterparts is profoundly odious to many.  The point is perhaps most eloquently made by John Dewey (1899):

What the best and wisest parent wants for his own child, that must the community want for all its children.  Any other ideal for our schools is narrow and unlovely; acted upon, it will destroy our democracy (p. 19).

At the same time, when evaluating a teacher, a school, or a district, one cannot simply ignore the abysmal circumstances under which many schools must operate.  Holding all teachers and schools to the same standard, some would argue, is simply naive.  The variation in families, communities, and school resources, and their cumulative effects on students are too great to be overcome by a single teacher in the course of a single school year. 

Issues in The Assessment of Teaching Quality


The assessment of teacher subject-matter knowledge is no different in its fundamental features than the assessment of such knowledge generally.  The measurement profession, of course, has a long history in this area.  The importance of subject knowledge can be seen in the prominent place it has held historically in teacher assessment.  Although classroom observation was and is a part of most formal teacher education curricula, and classroom observation constitutes an important part of most on-the-job evaluations for tenure, initial teacher licensure for years depended primarily on attaining a minimum score on a subject matter examination (the National Teacher Examination).  

The concentration on subject matter knowledge was based in part on the eminently sensible premise that you cannot teach what you don't know.  But it is not entirely unfair to suggest that another reason that the profession chose to focus on content knowledge, per se (as distinct from the ability to teach effectively what one knows - one's skill as a pedagogue), is that we know how to do that very well.  As I will note elsewhere, other components of teaching were ignored not because they were unimportant, but because they were difficult and expensive to measure.  The net result is that subject-matter knowledge became, at least for the beginning teacher, the single and most important gate to his or her profession.  To quote Flaugher, "Because we cannot measure all of the important things, what we can measure becomes all important" (Flaugher, 1978, p. 676).   

Technical Issues in Teacher Assessment

Two issues of particular relevance in the performance assessment of teaching ability that must be zealously guarded against are construct under-representation and construct irrelevance.  In paper and pencil tests where the construct to be measured is comparatively narrow and easily specifiable (8th grade mathematics, reading comprehension, etc.), issues of construct irrelevance and construct under-representation, though not easy, are nonetheless straightforward.  Procedures for insuring adequate content coverage and for guarding against the presence of construct-irrelevant components in such tests are well-known.  Not so with the performance assessment of large, complex domains like teaching ability.  As discussed further below, the many steps involved in performance assessment open the doors to all kinds of subtle biases to enter in the assessment  -  from the specification of the domain, to the selection and training of assessors and the construction of adequate scoring rubrics. 

Construct under-representation


Some indication of the dimensions of the task facing any attempt to assess teaching ability may be gleaned from a consideration of the sheer number and complexity of issues involved. The initial specification of the knowledge, skills, and abilities for the domain of teaching must include at least the following:  knowledge of the subject(s) to be taught; "pedagogical content knowledge" a la Shulman (1987); skill in imparting that knowledge to students; knowledge of human development and the developmental levels of individual students; skill in classroom management; the ability to adapt instruction, as appropriate, to the learning styles of individual students; the ability to set worthwhile, developmentally appropriate, and attainable goals; knowledge of student assessment and appropriate feedback; the ability to profit from past experience and to alter practice accordingly; knowledge of the curriculum; some understanding of human learning and learning theory; some minimum level of proficiency in written and oral communication; and, ideally, the ability to inspire students with a passion for learning.  The assessment developer must then construct exercises for these constructs with sufficient "pulling power" to elicit appropriate and scorable responses from teachers.  Scoring rubrics that accurately describe levels of proficiency must be constructed and tried out.  Assessors must be recruited and trained.  In many applications, standards of acceptable performance must be set.   


It will be instructive to consider ways in which the two threats to valid interpretation mentioned above may enter in this process.  Consider first construct under-representation.  According to the Standards for Educational and Psychological Testing (APA/AERA/NCME, 1999),  construct under-representation refers to "the extent to which a test fails to capture important aspects of the construct(s) that the test is intended to measure.  In this situation, the meaning of test scores is narrower than the proposed interpretation implies" (p. 174).  Construct under-representation may result from two sources.  First, elements of the domain may be totally absent from the content specification.  For example, an assessment intended for primary grade teachers may ignore a teacher's ability accurately to diagnose flaws in student understanding of arithmetic algorithms, or her inability to work effectively work with students' families.  Second, some elements, though present, may receive inappropriately large or inappropriately small weighting in the overall scoring of the assessment.  For example, a comprehensive assessment of teaching must, in a sense, be insensitive to teaching context.  That is, it must be able to recognize and honor good teaching wherever it occurs  -  in the most difficult inner-city school, in a California school with six different native languages present in single classroom, in the a one room, rural school house, as well as in a well-equipped suburban classroom.  Simply achieving reasonably orderly classrooms with attentive, on-task students is a major accomplishment in many teaching situations.  A scoring system that inappropriately weights this accomplishment by taking such classrooms as "given," one observer of the National Board's assessments recently remarked, does a disservice to many teachers.   It should be noted in passing, that training assessors to make such distinctions is both difficult and controversial.  The same scoring weights, it can argued, must apply to all teachers. 

Construct-irrelevant Factors


Construct irrelevance refers to the "extent to which test scores are influenced by factors that are irrelevant to the construct(s) that the test is intended to measure.  Such extraneous factors distort the meaning of test scores from what is implied in the proposed interpretation" (APA/AERA/NCME, 1999, p. 174).  Although the potential list of construct-irrelevant factors is long, perhaps the most serious threat to validity emanating from such factors in the performance assessment of teaching involves student characteristics.  A valid assessment of teaching competence should not depend upon the specific students taught.  A teacher of well-behaved, attentive students from affluent homes who come to school prepared to learn should not, in the assessment, be advantaged thereby over a teacher of students from less advantaged circumstances who come to school much less prepared for learning.  Ensuring that assessors and the scoring system are sensitive to the construct-irrelevant issue of student preparedness is no small order.   Absent a highly sophisticated and sensitive scoring system, attentive and responsive students can make a poor teacher look adequate, and an adequate teacher look quite good.

Issues of Reliability and Generalizability

After validity, the reliability of an assessment is its most important psychometric characteristic.  For ordinary paper and pencil tests, classical test theory has been the model of choice for evaluating the dependability of test scores.  This model postulates that an individual's measured status on an attribute, X, is a function of two independent and additive components: a true score, T, and a random error, E:  X = T + E.  The model is simple, elegant, and surprisingly durable, but it is an inadequate tool for estimating the reliability of complex domains like teaching.  For teacher assessments and other situations involving complex performances that must be evaluating by trained observers and assessors, the concepts and methods of Generalizability theory as first explicated by Cronbach, Gleser, Nada, and Rajaratnam (1972) are needed.  G-theory, as it is called, uses the statistical machinery of the analysis of variance to systematically disentangle multiple sources of error (facets) that contribute to E.   No matter how rigorous the training, assessors are likely to differ in stringency, attentiveness, and all sorts of other ways.  In addition, examinees' performances are liable to vary from occasion to occasion.  One might well get a different picture of a teacher were her classroom observed at 8:15 AM versus 1:30 PM, on a Monday versus a Thursday, in September versus in April.  Assessing teachers with one set of exercises from the content domain versus another set would no doubt result in different scores.  All of these sources of variance contribute to score variation, and G-theory provides a coherent procedure for isolating each source.  An unduly large variance component due to assessors implies the need for better training and calibration, more assessors, or both.  Large components of variance attributable to occasions imply the necessity for multiple observations in order to better estimate the examinee's overall performance across a variety of situations.  Large variance components due to the subject matter taught or the sample of exercises within a subject (a common finding) require a larger sampling of exercises, better quality exercises, or both.  Such adjustments are intended to get a more dependable estimate of each examinee's status on the "universe of permissible observations."  

Decision Consistency


For high stakes assessments, where matters of graduation, employment, tenure, promotion, or advanced certification are at issue, some index of decision consistency is a more informative method of test evaluation.  Decision consistency is the extent to which the same decision (pass/fail; certify/do not certify) would be made were the examinee to take a different set of exercises, be evaluated by a different set of assessors, be assessed on a different occasion, or some combination of these alternatives.  A decision consistency index of .80 means that 80 percent of the pass/fail decisions would be the same were the candidate to be retested. 

Setting Performance Standards


Any use of assessment that results in a classification decision of some sort must eventually confront the sometimes unpleasant and always intractable problem of setting standards of performance.  At one time, setting "cut scores" was a largely arbitrary affair (70 is "passing").  Some thirty years ago, Angoff (1971), in what has since become a classic exposition on scaling and equating, proposed (in literally a throw-way line) that standards of performance, cut scores, might be set in the following way: for each item of the test, judges were to imagine a hypothetical examinee just above a hypothetical threshold.  For each item in turn, the judges were to then estimate the probability that such an examinee would respond correctly.  These estimates could then be averaged over judges and items, and summed.  The resulting score would constitute the cut score. 

 The desperation the measurement profession felt in its inability to devise scientifically sound cut scores is nowhere more vividly illustrated than in the enthusiasm with which this off-hand suggestion was adopted.  The Angoff procedure, as it is now called, has undergone innumerable modifications, most of which need not concern us here.  One popular modification, which reveals the essential bankruptcy of the procedure, is to give the panel of judges feedback on the consequences of their judgments.  In the vast majority of applications, the procedure has resulted in cut scores that, after the first round of judgments, are unrealistically high.  The feedback, therefore, almost always resulted in a lowering of the judges' estimates.  The process is continued until judges are satisfied with the standard so obtained.  

Now, the resulting performance standard from this elaborate and expensive procedure could have just as easily been obtained by having knowledgeable judges examine the entire set of items and make one overall judgement.  But this is somehow too "subjective," so the unavoidably subjective judgements are reduced to the item level, and then recombined as though the veil of numbers applied to the process somehow assuages the fundamental subjectivity underlying the whole process.

The brief and admittedly uncharitable summary of the most commonly used method for setting standards of performance was presented to undergird the author's recommendation that the Angoff procedure, or one of its many modifications, NOT be used to set standards of performance for pre-service teaching candidates, or anyone else.

The technical problems in setting standards of performance have been discussed and reviewed by Jaeger, Mullis, Bourgue, and Shakrani (1996).  Alternatives to the Angoff procedure, albeit equally expensive and time-consuming include "policy capturing" and "the multi-stage dominant profile method" described in detail by Jaeger et al. (1966).  These procedures figured prominently in the early standard setting research for NBPTS. More recently, standards were set far more simply by having National Board certified teachers in the relevant disciplines (who were thoroughly familiar with the Board's vision of the accomplished practice, the assessment exercises, and the scoring rubric) make global judgments about the level of proficiency required and the corresponding point on the score scale.

The Scoring Rubric


A central and crucial component of all performance assessments is the scoring rubric, a verbal description of the defining features of various levels of proficiency along  the performance continuum.  The score scale for the National Board assessments is typical of score rubrics for large-scale performance assessments.  It consists of four score "families" (1, 2, 3, 4) representing increasing levels of teaching proficiency.   Initially, these were the only score points on the scale.  Assessors complained, however, that a four-point scale was too crude and that distinctions within a score family were not only desirable, but could be made reliably.  The scale was further divided into four 3-point score families.  For example, the score family "2" has score points 2-, 2, and 2+, with corresponding scale values of 1.75, 2.00, and 2.25, respectively.  The resulting twelve point score scale ranges from a low of 0.75 to a high of 4.25.  The Appendix contains the scoring rubric for the score families "2" and "4" for the Middle Childhood - Generalist assessment.

Recent Developments:  The Assessment System of the National Board for Professional Teaching Standards


The series of advanced certification assessments developed by the National Board for Professional Teaching Standards is probably the most ambitious, complex, and comprehensive attempts at performance assessments for teaching yet devised.  A typical candidate for certification spends about 200 hours on the portfolio component (see below) of the assessment alone.  This is in addition to a full day of written, "on demand" examinations at an assessment center.  Nor does it include days spent with other candidates in various support groups discussing problems they have encountered and exchanging ideas for resolving those problems.  As noted earlier, because it represents, to this writer, the state of the art in the performance assessment of teaching ability, I will use it as a model to discuss the problems and promise, and the advantages and disadvantages of the performance assessment of teaching.

The 24 NBPTS assessments developed thus far or nearing completion have the same overall structure.  They consists of four in situ exercises, two of which are student-centered and two of which are classroom-based, four "on demand" exercises administered at designated assessment centers across the country that assess teacher content knowledge, and two exercises that require the teacher to document how they contribute to their profession and how they involve parents and the community in their work.

Overview:  Domain Specification  

In the production and development of standardized measures of academic subjects, some combination of subject-matter experts, curriculum specialists, and measurement  professionals typically construct a "content framework" of the relevant subject matter, a multidimensional matrix of the knowledge, skills, and abilities to be assessed.  The content framework for the NAEP math assessment, for example, consists of a two-dimensional matrix with math abilities (conceptual understanding, procedural knowledge, and problem solving) constituting the rows of the matrix, and "content strands" (number sense, properties, and operations; measurement; geometry and spatial sense; data analysis, statistics, and probability; algebra and functions) constituting the columns.  NAEP mathematics items and exercises presumably reflect this mix of knowledge and abilities in each cell of the matrix, and their relative number in the final form of the test is proportional to their assumed importance in the overall content specification. This is a tried and true procedure with a long and venerable history in professional test development (cf. Lane, 1993, for a description of the QUASAR content specification and framework for middle-school mathematics).  


The above procedure could of course be adapted to the development of content specifications for teachers.  The National Board, however, took a different approach.  In order to specify the content domain for accomplished practice, the founding members of the NBPTS Board of Directors adopted a set of "first principles," core propositions that characterize excellence in teaching, no matter the subject matter and no matter the age level of students taught.  The principles emerged from the initial deliberations of the National Board's founding directors.  Eminent scholars, particularly Lee Shulman, made fundamental contributions to the National Board's early thinking.  Gary Sykes and Suzanne Wilson were key players in organizing and codifying the Board's deliberations into a coherent document.

The National Board's five core propositions are:

1.  Teachers are committed to students and their learning.

2.  Teachers know the subject they teach and how to teach those subjects to students.

3.  Teachers are responsible for managing and monitoring student learning.

4.  Teachers think systematically about their practice and learn from experience.

5.  Teachers are members of learning communities.

A detailed explication of these principles can be found in numerous National Board publications.

Second, nominations for members of Certification Standards Committees were sought from a broad audience of educators, educational researchers, policy makers and others.  Teams of between 12 and 15 members were eventually selected from a much longer list of individuals nominated across the country.  The Certification Standards Committees were charged with formulating Content Standards for each of some 30 disciplinary areas defined by the age range of students and subject(s) taught.  To circumvent the conflicting definitions across the nation of "primary school," "elementary school," "middle school," "junior high school," and so on, the National Board adopted an architecture that more or less uniquely identifies each teacher by the subject(s) taught and the age range of instructed students.  The "Early Adolescence/English Language Arts" certificate, for example, is appropriate for English Language Arts teachers of children between the ages of 11 and 15.  The Middle Childhood/Generalist" certificate is appropriate for teachers of children between the ages of  5 and 11.  


The content standards thus produced do not resemble the tight matrix for NAEP mathematics described above.  Nor will you find in them anything resembling a serial checklist of specific attributes of good teachers.  Rather, they are extended prose documents describing in ordinary language what accomplished practice in the relevant discipline entails.  The typical standards document contains some eight to 15 broad standards of accomplished practice that are then elaborated and discussed in some detail.  In a word, the standards attempt to describe in as straightforward a manner as possible the complex combination of knowledge, abilities, and skills that characterize good teaching. 


It would be a mistake to infer from the above that the specification of the content domains developed by the Standards Committees of the National Board were easy and uncontroversial.  Quite the contrary.  In fact, of all of the myriad components of a complex performance assessment (exercise development and tryout, development of a sound scoring rubric, assessor selection and training, standard setting, and so on), the specification of the content domain proved, by far, to be the most difficult and polemical.  This statement applies not only to predictably controversial domains such as social studies/history, English as a Second Language, and English Language Arts, but to Vocational Education, Art, and Mathematics as well. 


INTASC used a similarly broad array of subject matter specialists, researchers, and educators to develop is Core Standards, principles which should be present in all teaching regardless of the subject or grade level taught.  The Core Standards are organized round 10 Principles, which are further elaborated as sets of fundamental knowledges, dispositions, and performances.  By way of example, ITASC Principle #1 states:

The teacher understands the central concepts, tools of inquiry, and structures of the discipline(s) he or she teaches and can create learning experiences that make these aspects of subject matter meaning for students. 

Elaboration:

Knowledge:  The teacher understands major concepts, assumptions, debates, processes of inquiry, and ways of knowing that are central to the discipline(s) s/he teaches.

The teacher understands how students' conceptual frameworks and their misconceptions for an area of knowledge can influence their learning.

 The teacher can relate his/her disciplinary knowledge to other subject areas.

Dispositions: The teacher realizes that subject matter knowledge is not a fixed body of

facts but is complex and ever-evolving. S/he seeks to keep abreast of new ideas and understandings in the field. 

The teacher appreciates multiple perspectives and conveys to learners how knowledge is developed from the vantage point of the knower. The teacher has enthusiasm for the discipline(s) s/he teaches and sees connections to everyday life. 

The teacher is committed to continuous learning and engages in professional discourse about subject matter knowledge and children's learning of the discipline.

Performances. The teacher effectively uses multiple representations and explanations of disciplinary concepts that capture key ideas and link them to students' prior understandings.  

The teacher can represent and use differing viewpoints, theories, "ways of knowing" and methods of inquiry in his/her teaching of subject matter concepts.

The teacher can evaluate teaching resources and curriculum materials for their comprehensiveness, accuracy, and usefulness for representing particular ideas and concepts.

The teacher engages students in generating knowledge and testing hypotheses according to the methods of inquiry and standards of evidence used in the discipline.

The teacher develops and uses curricula that encourage students to see, question, and interpret ideas from diverse perspectives.  The teacher can create interdisciplinary learning experiences that allow students to integrate knowledge, skills, and methods of inquiry from several subject areas.

A description and elaboration of all 10 INTASC Core Standards as well as an update on the status of INTASC assessments may be obtained at http://www.ccsso.org/intascst.html. 

The Development of Assessment Exercises

Item and exercise writing and development has been described as more art then science.  This is no doubt true to some extent, but sound principles of exercise development for complex performance assessment are certainly possible.  A partial list of such principles would include the following: 

· Where the assessment involves teacher commentaries and other teacher productions (as all sound teacher assessment should!), exercise instructions should strike an appropriate balance between specificity and generality.  Exercise instructions should include page limits for teacher commentary, for example, and the exact number of students to be featured in an exercise.  Vague instructions such as "Discuss at length..." or "Select an appropriate number of student work samples..." should be studiously avoided.  The essential point is that the assessment of teaching ability should not be confounded with a teacher's ability to surmise the quantity of evidence necessary to evaluate the quality of her practice.  At the same time, exercises should not place teachers in a straight jacket.  Teaching is a rich, seamless, remarkably creative activity.  Exercise instructions should honor and promote such richness and creativity by not constricting too much the nature and form of evidence and practice that teachers engage in.

·  Statements of practice requiring specific evidence in the portfolio should be made explicit. 

· Exercise instructions should warn of common pitfalls that may detract from a teacher's evaluation.  The importance of this principle of sound exercise writing is evident from the inclusion in the National Boards portfolio instructions of an entire section on "Making Good Choices."  To take one of many possible examples, in student-centered portfolio exercises, teachers should be encouraged to feature students who present a variety of instructional challenges, not just their best or most advanced students.

· Exercise instructions should be straightforward and direct.  Academic jargon is to be avoided.

Assessment exercises should ideally be developed by a team of subject matter specialists (i.e., experienced and accomplished teachers in the relevant discipline) and professionals trained in exercise and item writing.  Arguments have been made that exercise developers should work solely from the written conceptualization of the content domain with no direct collaboration with those who crafted the content framework. This is an unfortunate and misguided notion.  Exercises and the products they evoke should be veridical instantiations of the vision embodied in the content domain.  This can happen only when the content visionaries and the those in the trenches work hand-in-hand.  

Selecting Benchmarks and Training Exemplars

Becoming an expert assessor in a complex performance assessment requires the faithful and consistent application of a set of scoring principles to a wide variety of examinee responses.  Assessors must so internalize the scoring rubric that they can recognize patterns of effective practice across teachers and teaching contexts (the "deep structure" of teaching) that on the service may look quite different.  Assessor training and the associated scoring materials must be such that assessors come away from training with the ability to look for evidence of effective teaching beyond differences in teaching style, per se.  Some teachers coax and motivate students with humor, others with extensive use of visual aids and vivid examples.  Some are committed to a decidedly constructivist approach to instruction; others adopt a more direct, didactic approach.  To be sure, there are principles of sound practice that are virtually universal.  We can all agree that targeting instruction to the present state of knowledge of the student and providing the student with appropriate and useful feedback are sound practices, and that humiliating a student in front of the class is not good practice.   But beyond these obvious universals, the room for individual differences in teaching style is large and wide.  There is no "one best way" to teach.  This suggests that the selection (for assessor training) of performance "exemplars" of each score family in the score scale must be done judiciously.  Lest a preference for certain teaching styles over others be permanently implanted in the minds of assessors, care must be taken to select as wide a variety of exemplars for each score family as possible.  Exemplars of the higher score families should not consist exclusively of, say, teachers who adopt a consistently "discovery" approach to teaching, or those who teach only advanced students.  In like manner, the lower score exemplars should not consists exclusively of teachers who adopt a more didactic approach to instruction, or teachers of low-achieving students.  


It should be noted in passing that, as the last example above implies, the selection of training and benchmark cases has implications for issues of disparate impact and bias.  As will be discussed in more detail below, African American teacher candidates for National Board certification have so far achieved scores on the assessment that are substantially below those of other candidates (Bond, 1998).  The difference in the distributions alone makes it more likely that the performances of African American teachers would tend to be selected as exemplars and training cases of the lower score families, and that non-African American candidate cases would be selected for the higher score families.   Despite these distributional differences, African American candidates can be found among the highest performers on any given exercise, and some of the highest scores ever achieved on the overall assessment were those of African American teachers.  Excellence in teaching can be found in all teaching contexts and among all demographic groups.  To avoid reinforcing in the minds of assessors possibly stereotypic notions of who can and who cannot teach, it is essential that exemplar cases of the highest scores include those of African American candidates as well as candidates who teach under difficult circumstances.

Assessor Training and Scoring


The selection, training, calibration, and monitoring of assessors are all essential components of an adequate performance assessment of teaching.   Regarding assessor selection, the National Board has adopted, as a matter of principle, the policy that only practicing teachers in the relevant discipline can serve as assessors.  This policy is enormously attractive to potential candidates concerned with who will evaluate them.  But the jury on the psychometric necessity of the practice is still out.  Consider the case of the professional sports scout or the outstanding professional coach.  Many of the greatest coaches and scouts were only ordinary players and athletics.  Some never played the sport seriously at all.  But this does not apparently detract from their ability to recognize and evaluate talent.  So it may well be with the evaluation of teaching ability.  Curriculum specialists, professors of teacher education, and even graduate students might well make excellent assessors.


Assessors are trained to score a single exercise.  All exercises are scored by at least two independent assessors, and where discrepancies occur, a third, lead-scorer, reviews the performance as well.    

Bias Training


Any large scale system of teacher assessment that is intended to be used broadly across different schools, school districts, and states will inevitably have to confront the reality that assessors from Bondurant, Iowa may be called upon to evaluate the performance of teachers from Nogales, Arizona; Derrien, Connecticut; and Harlem. The reverse is also bound to occur.  Even if a psychometric argument could be made that only assessors who have taught in urban settings can evaluate the performance of urban teachers (a doubtful proposition), or only African American assessors can evaluate African American teachers (an equally doubtful proposition), it would be politically untenable to mandate such.   

The issue of widely varying assessor/examinee backgrounds cannot be skirted.  It must be faced head on.  The training regimen for National Board assessors includes an extended and in dept bias training module, developed and refined over the past five years, that requires potential assessors to lay bare their pet peeves, biases, and other threats to the faithful and even-handed application of the scoring system.  Candidate assessors are required to present and discuss openly their individual "hit lists" --  things that teachers do or say, styles of teacher-student interactions, preconceived notions about who can and cannot teach, occasional misspellings in a written commentary, and so on, that may affect the assessor ability to apply the scoring principles fairly.  Assessors are required to keep the "hit list" on their desk at all times.  At any time during the evaluation of a particular teacher, the assessor is free, is in fact encouraged, to take a break if she feels her ability to objectively evaluate a teacher is slipping.  In extreme cases, assessors are encouraged to exchange the performance for another.  This, it should be noted, has in fact happened on more than one occasion. 

Differential Performance of Demographic Groups:  Disparate Impact 


No standardized procedures exist for detecting measurement deficiencies in complex performance assessment, and so must be developed.  One thing we have learned in the National Board's certification system is that such procedures are expensive and quite labor intensive.  Before considering disparate impact in NBPTS's system of advanced teacher certification, it will be useful to distinguish between disparate impact on the one hand, and bias on the other.  An assessment is said to exhibit disparate impact with respect to a specified subgroup of the population if the rate at which candidates in that subgroup (the focal group) is certified is substantially below the certification rate of some normative reference group (the reference group).  For example, if the certification rate of African American candidates is substantially below that of white candidates, then the assessment is said to exhibit disparate impact with respect to African Americans.  The important point to note is that the differential certification rate alone is sufficient for disparate impact to exist.  The reasons for the differential certification rates are not relevant to a determination of disparate impact.  Differential certification rates may result from assessor bias, from biases in the conceptualization of the domain to be assessed, from characteristics of the scoring scheme that disadvantage some candidates, or from differential access to professional or collegial help in preparing portfolio materials, to name just a few.  


But the exercises in an assessment and the methods of scoring may be totally free of these deficiencies.  Differential certification rates may not be traceable to any flaws in the assessment system itself, but may represent genuine group differences in the knowledge, skills, and abilities being assessed.  Mere presence of disparate impact gives no clue as to which reason or set of reasons is operative.  These must be investigated as a separate matter.


By contrast, an assessment is said to exhibit bias if significant, systematic differences in performance among subgroups of the examinee population can be ascribed to actual flaws or deficiencies in one or more aspects of the assessment system itself that have the affect of disadvantaging members of a specific group.  Such deficiencies may be due to "construct irrelevant" factors in the assessment.  For example, in an assessment of mathematical proficiency, it is desirable to assess proficiency in mathematics as "purely" as possible, with confounding the measurement with linguistic ability.  It would therefore be important to keep demands on competence in the language in which the test is written to a minimum. If the examination includes word problems, then the vocabulary and linguistic demands of the problems would be as simple as possible.  Otherwise, persons less proficient in the language of the test, such as those for whom the language is a second language, may be penalized because of purely linguist, as distinct from mathematical, considerations. 


Biases may enter the assessment even when the assessment does not contain construct-irrelevant factors.  For example, exercises may properly demand only the knowledge, skills, and abilities specified in the content domain, but these may be sampled in a non-representative way, so that some abilities and skills (e.g., writing) are overemphasized and others (e.g., classroom management) are under-emphasized.  To the extent that subgroups of the population differ in these abilities, the assessment will penalize some candidates.


Messick's comprehensive, and somewhat prolix, treatment of validity in the 3rd edition of Educational Measurement (Linn, 1989) introduced the controversial notion of consequential validity in test use.  That is, the consequences of test use, both intended and unintended, should properly be a part of the overall evaluation of the test's uses and interpretations.  In the context of teacher assessment, the question arises: What impact will use of a given assessment have on the composition of the teaching force?  More specifically, do identifiable demographic groups perform comparably on the assessment?  Candidates for National Board certification provide selected demographic information including gender, ethnicity, post baccalaureate degrees, years of teaching experience, a description of the students in their class, and a classification of their school location (rural, urban, or suburban).  The Technical Analysis Group of the National Board has systematically compared performance on each exercise in the assessments and overall rates of certification with each of the above characteristics.  These have been described in detail by Bond (1996).  

Briefly, neither self-reported location of the school in which one teaches (suburban, urban, or rural), teacher gender, years of teaching experience, number of advanced degrees, nor, most surprisingly, level of support received during the assessment appear to be strongly related to performance or overall certification rate. This latter finding requires some elaboration.  


To investigate the relationship between performance on the assessment and level of collegial, administrative, and technical support available to candidates, phone interviews of selected field test candidates lasting approximately one hour each were conducted to determine the level of support candidates received during portfolio preparation.  The interviewees were thirty-seven of the 40 African American 1993-94 and 1994-95 field test candidates in the Early Adolescence/Generalist and Early Adolescence/English Language Arts certificate fields who submitted complete scorable performances and 60 white candidates matched as closely as possible on available information such as school location and years of teaching experience.   

The subjective evaluation of the support one receives depends in part upon the level of support one is accustomed to.  What is desired, of course, is the absolute rather than the relative level of support received.  To get around this problem, candidates were asked to describe in detail the exact nature of the support they received: what colleagues or other school personnel viewed, commented on, and otherwise helped with during the videotaping of the candidates' classrooms;  who, if anyone, helped with editing of the various reflective essays required in the portfolio.  In addition they were asked to describe in detail the contents of any portfolio preparation meetings organized by the National Board's network of field test coordinators.  In short, an attempt was made to obtain as accurate a picture as possible of the actual support candidates received.  

An analysis of the results of the survey indicated that the level and quality of support, per se, do not appear to be strongly related to performance.  To conclude, however, that level of support is unrelated to teacher performance on the NBPTS system would be premature.  First, the study was conducted quite early in the National Board's work.  The scoring rubric itself was in its preliminary stages, and no clear vision of what constituted accomplished practice on the various exercises had crystallized.  It follows that those providing support were equally unclear about "best advice."  More work and research on the role of support is clearly needed.

Regarding ethnicity, the only ethnic minority for which substantial disparate impact exist are African American teachers (Bond, 1996).  It will be instructive to review some of the research conducted to date on this issue. Any analysis of differential performance by race must take into account the fact that African American candidates scored significantly below their white counterparts on all of the exercises across all certificates.  If the sources of differential performance are traceable to some construct-irrelevant property or properties of the exercises themselves, or to an inappropriate privileging of some components over others, then it is unlikely that each exercise contains a different deficiency or flaw that operates to the disadvantage of some group of candidates.  A more likely circumstance is that all of the exercises contain some common demand characteristic or set of demand characteristics. 

Writing Ability 


One plausible candidate is writing ability.  As a practical matter, NBPTS assessments require candidates to write about what they know and how they teach.  All of the exercises require the candidate to produce written material, some exercises requiring much more writing than others.  Bond (1998) analyzed the effects of exercise writing demand on the observed disparate impact with respect to race. The analysis for the 1993-94 results for the Early Adolescence/Generalist certificate is typical.  In the Early Adolescence/Generalist assessment, the exercise demanding the most writing by far was the Interpreting Content (IC) exercise, which requires the candidate to produce three extensive essays in five different content knowledge areas.  By contrast. the Analyzing Your Lesson (AYL) exercise required a minimal amount of writing.


To investigate the extent to which the differing writing demands of Early Adolescence/Generalist exercises are related to differential performance by race, two separate unequal N factorial analysis of variance were performed.  In the first analysis, two levels of race (African American/White) were crossed with two levels of writing demand (IC/AYL).  In the second analysis, race was crossed with the IC exercise and the average of all other exercises.  In both analyses, interest centered on the race x writing demand interaction.


In both analyses, as expected, the main effect for race was highly significant.  In the comparison of IC and AYL, the main effect for writing demand is also significant, however, this result is quite consistent with the common finding that variance due to exercises is substantial independent of the amount of writing per se demanded by the exercises.  The central comparisons in both analysis was the race x writing demand interaction.  In both comparisons the interaction effect is non-significant.  A comparison of cell means, however, revealed that the trend, though non-significant, was in the direction of relatively higher scores by white candidates on the writing-intense IC exercise.  The mean scores for white and African American candidates on the IC exercise are 2.65 and 1.90, respectively on the 0.75 to 4.25 score scale.  This compares with white and African American scores of 2.26 and 1.76, respectively, on the AYL exercise.  Similar analyses have been conducted on the interaction of candidate race with the edited writing in the portfolio vs. extemporaneous writing at the assessment center, and candidate race with exercises in which the candidate race is known and unknown.   In these analyses as well, no significant interactions existed.

Assessor Race by Candidate Race Interactions


In assessor training, an attempt is made to train assessors to evaluate candidate performances through a common set of criteria that are firmly grounded in the Certification Standards.  Potential assessors must internalize the Certification Standards and apply them in an even-handed way.  The very small number of teachers who do not meet the qualifying standard to be assessors attests to the success of this training.  However, it is important to note that agreement among qualified assessors is not perfect.  We would be suspicious if it were.  For then the scoring system could be reduced to an almost clerical, formulaic procedure with no room for assessors to draw upon their own experience through which to filter the performance criteria.  


The question arises whether African American assessors evaluate the performances of African American candidates differently than do white assessors.  That is, do they discern positive aspects in the responses of African American candidates that the scoring system either overlooks or even disparages?  We were able to locate a small number of cases where African American and white assessors evaluated the performances of the same candidates of different races.  An analyses of variance of these cases revealed that African assessors tended to be slightly more lenient overall, but no interaction between assessor race and candidate race was noted.  That is, African American candidates who were scored low by white assessors were score low by African American assessors as well.  African American candidates who were score high by white assessors where score high by African American assessor as well.  The small sample sizes, however, render these conclusions quite tentative.  In future assessments, we plan to assign assessors candidates in a way that will allow us to investigate possible interactions of assessor race and candidate race more thoroughly.   


Investigating sources of disparate impact in multiple choice test is difficult to be sure, but investigating possible sources of disparate impact in performance assessment is especially arduous.  A superior, well thought-out content domain is useless in the face of poor exercises to assess that domain.  The converse is equally true: high quality exercises cannot rescue a poorly conceived content domain.  Flawed assessor training, or a flawed scoring rubric can destroy an otherwise sound assessment.  In the context of searching for sources of disparate impact, an assessment is only as strong as its weakness component.


Biases may burrow their way into a complex performance assessment at any of the stages of test development: from development of the content domain for accomplished practice, to development of assessments to reflect that content, to development of scoring materials (benchmark selection, scoring rubrics, etc.), to assessor training, and finally to the application of scoring protocol to actual cases.


Investigating sources of disparate impact in complex performance is labor intensive and expensive.  The National Board has been fortunate to receive funding from the Spencer Foundation to study, in depth, potential sources of disparate impact in the Early Adolescence/English Language Arts Assessment. 

Concluding Remarks

I should like to end this discussion with some specific responses to the questions you asked.  One approach to responding to your questions is to consider them in light of the NBPTS' "APPLE" criteria:  A sound and viable assessment of teaching must be Administratively feasible, Publicly acceptable, Professionally credible, Legally defensible, and Economically avoidable.

What are the pros and cons of different assessments? 

What advantages and disadvantages do different assessments offer?


Exclusively knowledge-based paper and pencil tests such as the old NTE and those developed by National Evaluation Systems (NES) for initial teacher certification satisfy A, E, and probably P1 and L, but not P2.  They suffer from fatally severe construct under-representation.  To be sure, as noted earlier, one cannot teach what one does not know, but to place high stakes decisions on a test that measures imperfectly only one aspect of a complex, multi-faceted domain leaves much to be desired. It must be remembered that one point can keep an otherwise qualified candidate from practicing.  It is for this reason that the National Board abandoned its initial "conjunctive" approach to Board Certification.  In conjunctive standard setting, the candidate must not only obtain a minimum score on the overall assessment, but must obtain minimum scores on selected components of the assessment as well.  This reduces the reliability of the overall decision to the reliability of its least reliable "conjunctive" component. 


The are three major disadvantages of a comprehensive, performance-based assessment of teaching -- cost, cost, and cost.  They satisfy P1, P2, and L, but fall woefully short on A and E.  Despite heroic efforts, the National Board has been unable to keep the cost of its assessment below $2000.  The National Board is now seriously exploring how registration, assessment, and scoring can be distributed over the entire school year and how all three can be accomplished over the internet. Also being considered is a "phased assessment," where teachers complete the assessment at a more leisurely pace over the case of, say, three years.  This would allow teachers and assessors maximum flexibility.  The current model, whereby all teachers in a certificate have a common deadline for registration, portfolio submission, and assessment center administration, and where all scoring takes place during the summer has been aptly likened to a pig going through a python.  It can be done, but with great difficulty, cost, and discomfort. 


Easily the major argument in favor of performance-based assessments of teaching quality is there public and professional credibility.  Just as one cannot learn how to swim by reading about it, it is not possible to get an adequate picture of a teacher's ability without considering teaching in all its richness and complexity. 

What are the key problematic issues involved in standardized assessments for teachers?

I see essentially three.  First, the problem of setting appropriate and defensible standards of performance and proficiency must be faced.  Sadly, the choice is between the best of inadequate alternatives.  Second, the problem of specifying of the content domain, as Suzanne Wilson so ably discussed in her essay, is still with us.  To repeat, there was not a single Standards Committee of the National Board that did not encounter at one time or another during the discussion and debate, deep philosophical and practical differences in conceptualizations of the various teaching domains.  

Finally, the problem of adverse impact persists.  The early promise of performance assessment as a possible antidote to differential performance, so eloquently discussed by McLelland (1973) many years ago, has not yet been realized.  It is the author's opinion that the problem is social, historical, and systemic rather than traceable to actual flaws in professionally developed assessments, per se.  

How do these apply in the context of an evaluation of a pre-service teacher education program?


I suspect that this is the most important question for your deliberations...it is also the one that I have the least handle on!  One thought:  The Measurement Research Advisory Panel of NBPTS is currently formulating a long term plan of research.  One study that is sure to be approved (if, indeed, it has not been already) is a survey of the nation's schools of teacher education to determine the extent to which the National Board's vision of accomplished practice, as embodied in its Standards, and the series of assessments employed to reflect that vision, have been incorporated into their curriculum.  Perhaps you may want to consider a similar survey to examine the affect that developments in teacher assessment generally have on pre-service education programs. 
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Appendix 

Middle Childhood Generalist Assessment

Entry 1 – Writing:  Thinking Through the Process

Scoring Rubric

Level 2:

The 2 level performance provides limited evidence that the teacher is able to further students’ development as thinkers and writers who explore important ideas in social studies/history and language arts, and develop skills in expository writing and personal expression.

The 2 level performance provides evidence that the teacher sets appropriate goals for student learning and connects instruction to those goals.  The goals for student learning may be vague, of limited significance, or only loosely related to the instruction.  There is limited evidence that the teacher engages students in exploration of ideas in social studies/history and language arts and that s/he develops students’ thinking and communication skills through the use of writing in these areas.  The goals and learning experiences may be much more focused on one area than on the other.  The 2 level performance provides limited evidence that the teacher uses assignments that offer students opportunities to write, but there is limited use of writing as an intellectual tool or as a tool for extended personal expression.  There is limited evidence that the teacher develops students’ abilities to write for a variety of audiences and purposes.  Students may be encouraged to engage in the processes of writing in a limited fashion and may be given only limited responsibility for their own development as writers.  The 2 level performance evidences the teacher’s limited ability to describe, analyze, and evaluate student work.  The response to student work may be limited, and though the teacher may recognize student progress, s/he offers only limited ways for students to build on that progress.  There is limited evidence of the teacher’s ability to engage in reflective thinking about his or her instruction.  The reflection may be sketchy or global and includes limited evidence of an understanding of past teaching and implications for future practice.  The 2 level performance may be characterized by evidence that hints at accomplished practice, but overall, there is limited evidence that the teacher is able to further students’ development as thinkers and writers in social studies/history and language arts.

Level 4:

The 4 level performance provides clear, consistent, and convincing evidence that the teacher is able to further students’ development as thinkers and writers who explore important ideas in social studies/history and language arts, and develop skills in expository writing and personal expression.

The 4 level performance provides clear, consistent, and convincing evidence that the teacher sets worthwhile and appropriate goals for student learning and connects instruction to those goals.  There is clear, consistent, and convincing evidence that the teacher engages students in meaningful exploration of important ideas in both social studies/history and language arts and that s/he develops students’ thinking and communication skills through the use of writing in these areas.  The 4 level performance provides clear, consistent, and convincing evidence that the teacher develops students’ abilities to write for a variety of audiences and purposes, to engage in the processes of writing, as shown by multiple drafts of two different pieces of writing, and to foster students’ responsibility for their own development as writers.  The 4 level performance evidences the teacher’s ability to accurately describe, analyze, and evaluate student work, showing deep knowledge of students and insight about their learning and development as writers.  The performance clearly, consistently, and convincingly indicates the teacher’s ability to engage in reflective thinking that suggests a clear understanding of past teaching and constructive suggestions for future teaching.  Overall, there is clear, consistent, and convincing evidence that the teacher is able to further students’ development as thinkers and writers in social studies/history and language arts.
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