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Introduction


The U.S. Department of Education (ED) convened a one-day meeting of a national panel of experts to address the challenges in evaluating preservice teacher education programs.  The meeting focused on the following four questions (listed in the order in which they were discussed at the meeting):  

1. How Should a Program that Aims to Improve Preservice Teacher Education Be Evaluated?

2. What Does High-Quality Preservice Education Look Like? 

3. The Pros, Cons and Feasibility of Measuring Teachers’ Knowledge and Skills. 

4. High-Quality Instructional Practices of Beginning Teachers: What Do They Look Like and How Can We Measure Them?

· Are there standards for instructional quality that can be applied across content areas? 

· Instructional practices in elementary and middle school mathematics.

· Instructional practices in reading

5. The Pros and Cons of Evaluating the Academic Achievement Gains of the Students of Beginning Teachers, and Related Design Issues

To inform the discussion, ED commissioned several papers from panel participants that addressed specific issues related to evaluating the effectiveness of preservice teacher education programs.  These papers—their titles, topics, and authors—are listed in Exhibit 1 (The papers are publicly available).

The paper authors and the additional panel participants were asked to frame the discussion in the context of an evaluation of the teacher preservice programs funded by the ED’s Partnership Grants program.  The Partnership Grants program was authorized by Title II, and is administered by the U.S. Department of Education.  The Department awarded 33 million dollars to 25 Partnership grantees for 5 years. Partnerships range from 1 institution of higher education (IHE) to 12 IHEs.  Although almost all of the partnerships are contained within an individual state, one partnership is spread across 9 different states.  Partnerships also include a range of school districts, from 1 to 47.  There is a great diversity in the size of the district-IHE partnerships—for example, one partnership contains one university, one school district, and one nonprofit business partner, whereas another partnership contains 9 universities, 47 school districts, 2 professional organizations, and 2 business partners, as well as the creation of 218 Professional Development Schools.  

The program requires that the partnerships include the college of arts and sciences, the college of education, and at least one high-need school district.  The four goals of the program are to: 

1. improve the content knowledge of beginning teachers;

2. provide extensive and focused pre-clinical experience in school settings for Partnership teachers;

3. prepare new teachers to use technology effectively in their teaching; and

4. establish a support system for new teachers when they enter schools.

According to the program director, there are few institutions of higher education (IHEs) that exhibit exemplary performance in these areas.  Thus, awards were made to institutions that demonstrated a commitment to making comprehensive changes in their teacher preparation programs (Crowe).

EXHIBIT 1

Title
Topic
Author(S)

Teacher Knowledge and its Assessment: A Preliminary Briefing on the Case of Elementary and Middle School Mathematics
Evaluating the knowledge, skills, and classroom practices of mathematics teachers


Suzanne Wilson

Michigan State University 

Evaluating Mosaics:  What Counts in Reading Teacher Education?
Evaluating the knowledge, skills, and classroom practices of reading teachers
Gerald Duffy

Michigan State University 

Assessing Teacher Quality:  Insights from School Effectiveness Research
Evaluating the knowledge, skills, and classroom practices of teachers (non-subject specific)


Brian Rowan

University of Michigan

Issues in Designing an Evaluation of the Effects of Preservice Teacher Education
Linking program participation, knowledge and skills, and classroom practice to student achievement
Andrew Porter 

University of Wisconsin-Madison

Michael Garet

American Institutes for Research 

The Measurement of Teaching Ability
Evaluating teacher quality using standardized assessments (including preservice certification examinations and National Board for Professional Teaching Standards assessment strategies)
Lloyd Bond, University of North Carolina –Greensboro

Thoughts on Evaluation of Partnership Grants Program
Evaluating the quality of preservice teacher education programs

Note: Dr. Grossman’s manuscript is a memorandum, not a formal paper.
Pamela Grossman, University of Washington 

The meeting summary that follows is not organized according to the agenda questions, since much of the panel meeting discussion addressed multiple questions simultaneously.  Instead, the summary is organized according to the major themes that were generated from the discussion.  Further, the summary indicates who initiated a comment or question, but does not reflect where there was general agreement (or disagreement) on a particular issue. 

Please note:  It is difficult to capture and summarize the depth and complexity of a daylong discussion such as this.  This meeting summary should be used only as a contextual supplement to the commissioned papers, which serve as the main source of information on the topics covered in the discussion.

I. How Should A Program That Aims To Improve Preservice Teacher Education Be Evaluated?

A. Necessity of Evaluating The Effects Of Preservice Teacher Education?

1) The Federal Government wants to track the effectiveness of its investment.  ED is trying to understand the value-added of federal money (i.e., what the Partnership Grant funds buy above and beyond what IHEs and district are already doing) (Eisner).  Also, ED wants to find out what changes the federal dollars helped stimulate, and if those changes made a difference in teacher education and improving the quality of teachers in funded sites, so those changes can become a model for other programs; this also will help policymakers determine the relative value of preservice teacher education (Dozier).

2) The teaching profession may warrant more evaluation than other professions because of the large numbers of teachers, because teachers themselves are critical of their preparation, and because the field does not have self-monitoring or accepted standards.
(i) The large numbers of teachers make quality and consistency difficult to achieve (Porter, Wilson). There are many more teachers than there are professionals in other fields (e.g., law and medicine); and there are many more institutions who prepare teachers, which makes quality and consistency in preparation  a challenge (Dozier). 

(ii) Teachers themselves have been critical of their own preparation, which is not the case for other professions, such as law and medicine (Dozier). 
(iii) There is not much “policing” within the field (e.g., teachers evaluating other teachers), and teachers seem to be against this.  If this were not the case, outside evaluations and monitoring might not be as necessary (Porter). 

(iv) Teaching does not have agreed-upon standards backed by some knowledge base, as do other professions (Rowan).  We may be more interested in measuring teaching than other professions because the teaching field does not have agreed-upon standards that enable  evaluations, as do professions such as law and medicine (Shulman). One reason standards may vary is because teachers operate in different state, district and local contexts, all of which can have their own standards (Kotzin). Preservice teacher programs might be pushing in one direction, while district and local standards and assessments might be pushing in another (Garet). This difference cannot be ignored. One difficulty in the development of standards of instruction across states is that there is no agreement that we can disentangle how something is taught from what is taught, and we can’t separate context variables – state and district standards, how they are aligned, etc. (Wilson). As a result, teachers are embedded in a particular culture, and rather than aiming for narrowly defined standards, we should think about an array of standards and be open to the possibility that there are different paradigms (Rowan).
B. Design Challenges in Evaluating the Partnership Grants Program.
1) It is not clear that the Partnership program is a strong enough program to warrant a full-scale evaluation at this time. There are many challenges in an evaluation, in that programs might differ conceptually, and practically, there would be measurement problems figuring out how to measure dimensions of interest. The Department should think about whether the program is strong enough (or has been operating long enough) to make such a study worthwhile (Porter).
2) Drawing a causal link from federal money to student achievement is in most cases not realistic.  Some policymakers seem to want the link all the way to student achievement in a single study, but this is not feasible given time, money, sample size, and attribution constraints (Porter). It does not make sense to look for teacher education effects on student achievement (Rowan). Further, it might be unwise to try to connect preservice teacher education to student outcomes. Other professions do not expect connections from preservice education (e.g., law) to outcomes (e.g., number of court cases won), as we do in education (Shulman).  Given that the Partnership grants are as much a funding stream as they are a program, one question the ED could ask is not does it work, but how might it work? Instead of estimating an “average program effect,” ED could describe how a program has effects.  This pushes closer to research instead of evaluation.  An evaluation that goes from program to effects on student achievement is probably too large and complex a task to do correctly in any single effort (Porter).

3) Linking a series of studies may be a sensible and manageable way of answering the research questions, given resource constraints.  Instead of one single study, a more sensible way of doing this might be to design an evaluation to be comprised of a series of linked studies—that is, taking each causal link in the connection from Partnership Grant funds to student achievement (e.g., study separately the link between Partnership Grant funds and institutional changes; institutional changes and preservice curriculum and pedagogy changes; preservice curriculum and pedagogy changes and preservice teacher’s knowledge and skills at graduation; knowledge and skills at graduation and classroom practice; and classroom practice and student achievement).

One could look at the system in pairs: for example, ask if knowledge produces classroom practice; then ask if some types of preservice programs produce certain types of knowledge (Porter). If ED had a series of studies, one could look at institutional change, another at student outcomes in several states, and another could be longitudinal and follow students, and another could be an attraction and retention study. Perhaps local studies could focus on teacher outcomes that reflect what local standards are, rather than trying to accomplish all of this in one study (Kennedy).  Another alternative in piecing together different studies is  doing the achievement effects study only in those states with appropriate data, and focus evaluation questions on those questions that can be answered nationally (Garet). 
4) A study of preservice should focus on measuring only those factors we think preservice will affect.  A study could show that teacher preparation programs strongly prepared their students in the content areas they are going to teach.  The goal might be to combine some assurance of subject-matter understanding paired with some assessment (either general or situation-specific) that gets at their ability to take what they know and teach it to someone else. Then ED could have studies that link these findings to the study and patterns of classroom practice. Then ED could do a study that links classroom practice with student outcomes. But it is probably not possible to do the study if you start from preservice –there’s too much nesting (i.e., embedded effects).  One could make an argument for a limited design, to study only those factors that are really under the control of preservice. Other professions know they cannot measure everything, and they don’t delude themselves into thinking that they can (Shulman).

C. Identifying and Measuring Specific Elements of a Research Design

1) One focus could be on institutional change.  ED could identify some standards of practice and then judge the field and the preparation programs against those standards. Given that institutional change is not easy, it would be helpful just to look at the institutions this year and last year, and see if anything has changed.  Then, given those changes, ED can find out where the outcomes might be, using the teacher education program as the unit of analysis (Rowan). Or, ED could compare institutions over time, then compare them to each other, then ED could compare the partnerships to non partnerships. It could be that all partnerships are trying to move toward some standard of practice, but if you don’t compare them to others, you don’t know if they’re being innovative.  But if you measured institutional change, it still might not make a difference, because the change has to be toward some goal (Kennedy).  Also, you would be simultaneously measuring change in the program and the effect of the program on teacher.  First you would want to know if there was any change in the institution, because if there is none, then why evaluate? It might make sense to study institutional change for 5 years, and then do a teacher study for 5 years (Kennedy).
(i) In an institutional change study, one outcome to focus on would be whether the partnership program had a sense of purpose. It seemed from the sample of Partnership proposals that there was no mention of the outcomes that they were trying to achieve (Kennedy).
 
(ii) Another construct to measure is a change in relationships.  One could see whether federal money caused a change in existing relationships in the institution. Alternatively, there may be variations between institutions that ED could look at to see how they work, even if they weren’t caused by the federal intervention, but instead were supported by federal money (Garet).  In focusing on changes in relationships, ED should think about the extent to which they think the college president has control or influence over the faculty (Shulman). 

(iii) Measuring institutional change is difficult in terms of timing and methodology.  You might not expect change so soon after the onset of federal money (Garet).  
2) One focus could be pedagogical content knowledge (PCK).  If ED chose a criterion that we all agree on (e.g., pedagogical content knowledge), and if ED found that graduates, controlling for PCK at point of entry, had more PCK than others, this would be powerful evidence that the program was adding value (Rowan). 

3) Another focus of an evaluation could be on program components.  We could control for institutions, and look at the components of a program—content components, methods and/or internship components.  For example, we could compare people who did and did not get an internship, or those who did get an internship, but no methods training. Similarly, we could look at the variation in the number and content of subject-specific courses taken, and how this affected teacher growth in knowledge, but it would be hard to document the quality of the courses in order to have a clear definition of them (Garet). 
4) A fourth alternative is to collect qualitative information on the experiences of preservice teachers.  ED could look in a qualitative way at circumstances at entry, experiences while in the program, and immediately after exiting.  This may be the only manageable thing ED can do, given that you cannot do everything.  ED could select a slice of the program that could be studied carefully, and collect as much qualitative data as possible (Duffy).

5) Fifth, a study could identify “models” of preservice education. A smaller study would be possible if there were models of exemplary programs, or several types of definable models ED would want to compare (Garet).
6) Sixth, ED could look at the variability in student outcomes and PCK, and then try to find out what accounts for the variation (Garet).

D. Methodological and Statistical Issues that Would Have to be Addressed in  a Large-scale Impact Study

1) Any design would have to take into account the selection or recruitment effects.  Some programs are more attractive than others, and if that’s a program effect, then you don’t want to control for that (Porter). There is no random assignment, and teachers get selected into these institutions, and even attempting to control for selection by controlling for starting points isn’t going to get rid of the selection effects (i.e., controlling for selection effects does not do a completely adequate job of accounting for selection effects) (Rowan).  One option is to do one analysis controlling for it, and one not controlling for it (Porter).  Also, if there is a recruitment effect, the study would be less likely to show a learning effect (Kennedy). 
2) Identifying the proper unit of analysis is critical, but the answer is not clear.  One might argue that the unit of analysis should be the teacher, because there are many differences even within one program, and interactions are so complex, there are no one-dimensional answers to how we should teach. It is what the teacher does with the child that ultimately matters (Duffy).  But it is unclear what the key unit of analysis should be.  It could be the partnership, or the IHE, or the program within the institution (e.g., if both master’s and undergrad, each probably has different courses and different types of students) (Garet). Further, according to the program director, grantees view the entire institution as the unit of analysis (Crowe).

3) Cross-nesting of effects creates complications for attribution. A second problem is cross-nesting of previous undergraduate and teacher education programs, and education programs and the local environment. Teachers come from one institution and go to another – both have direct effects on practice, and there may be interactions between them (Rowan).  Also, institutional learning during the first year of teaching is a hugely confounding variable (Kennedy).  And there may be nesting within institutions, for example, the math department is different than the English department, and there may be significant differences within a program also in elementary and secondary preparation (Wilson).  Trying to parse out effects would be a “statistical nightmare.” Attributing the effect solely to a teacher education program is not clearly appropriate—there are at least two nestings, probably more (Rowan).
4) Context also creates complications for attribution; therefore, it is important to include measures of context. Beginning teachers’ often return to underlying principles they had learned in preservice when they encounter them again in in-service professional development.  How teachers apply these principles depends a lot on the context they are in (Kennedy). While any analysis would want to measure whether teachers have the capacity to act wisely and whether they do act wisely, whether they do act wisely largely depends on the local context, e.g., the principal and school, the achievement level and poverty level of the students, etc. (Shulman).  It would also be important to consider how partnerships in states with Title II grants would affect the nature of change (Crowe).  However, context is not going to be so great that if you do a good study, you won’t be able to find some effect. But you do have to study some of the context variables (Porter). 

5) We should not expect to find large teacher effects because of the limits of standardized tests, context influences, instability over time, and nesting.   We should not expect to find huge teacher effects if we use standardized tests (80% of the variance between students in classrooms is due to SES and prior achievement). Also, teacher effects depend to an enormous extent on context; it is difficult to attribute teacher effects apart from context effects.  Further, context can interact with the teaching process to affect student achievement.  In addition, teacher effects are unstable from one year to the next; they are more stable if measured across the same group of children (Rowan). 
6) Identifying and choosing a sample has many potential challenges. 
(i) Preservice education has alternate and varying routes which makes identifying a sample difficult.  The notion that the norm is a student who starts out in the same school and gets their teaching credential from that school isn’t accurate (Shulman). There are master’s programs, 4 and 5 year undergraduate programs, and alternative routes (Garet).
(ii) Selecting only Partnership programs might not ensure adequate variation on measures of interest.  ED must select a sample (e.g., of IHEs) with good variance on the dimensions of quality that ED is interested in, and make sure the variation is the most useful you can get.  There is a question of whether IHEs in the Partnership program are the best set for natural variation. ED would need a wide set of institutions, perhaps more than are in the program now (e.g., you would want institutions that are “cutting edge”. ED would want to get some institutions who are not getting program funding (Porter). Also, it is unclear whether there would be enough variability in PCK among teachers in different teacher education programs (Rowan).

(iii) A large sample of preservice teachers would be needed to account for attrition; to enable the detection of effects and to measure student achievement; to enable the implementation of certain research designs; and to allow detailed subject-specific measures.
(a) A large sample of preservice teachers is needed to account for attribution.  A large number of teachers would need to be included in the study, because so many are lost upon graduation—some never take teaching jobs, some move out of state, and others get married and change their names and are difficult to find (Kennedy).  In addition, some fields have very few graduates in general (e.g., mathematics) (Porter).

(b) A large sample of preservice teachers and IHEs would be needed to enable the detection of effects, and to measure student achievement.  Approximately 50 IHEs and 40 teacher candidates would offer a reasonable chance of seeing effects across institutions. A smaller sample would mean you could not say anything about the IHE.  Also, if the decision is made to trace student achievement, then one would have to collect student achievement data.  To examine gains, this would require at least 2 waves of data for each student (e.g., fall/spring or spring/spring), in order to control for prior achievement.  Also, this would require making a lot of assumptions about between-teacher variations in effects on achievement. Although you could assess a subsample of the total sample, the total n of classrooms would need to be very large.  This would involve testing 5,000 students, with 2 waves of tests.  Alternatively, you could conduct the student achievement portion only in states that have teacher-student linked test scores (Garet).
(c) Variations on the study design would affect sample size.  If ED were interested in variation on several key dimensions of a preservice program, you could just choose a couple of IHEs that varied on the one or two dimensions of interest (Garet). If there are multiple versions of program A and program B, then ED would need many more IHEs, because they are nested twice – once within the IHE and once within the local context. For this reason, and others, ED would probably want to stratify on context variables when choosing the sample (Rowan).  In addition, it might be desirable to have multiple cohorts for  (1) replication, (2) greater power, and (3) since it is unclear when assessment should occur, you could take one cohort at the beginning and one 3 (or 4) years later, and have a larger span of time (Porter).  Having two cohorts to examine student achievement would increase stability (Rowan).

(d) Detailed subject-specific measures would require a prohibitively large sample size. Although it might be desirable, and even necessary in some cases, to distinguish between elementary, middle and secondary school in subject specific ways, the sample size necessary for such a study would be prohibitive (Shulman, Porter).
(iv) Any type of design should be longitudinal.  There is a question about how far back a study of preservice should begin (since one could argue that a teacher’s experiences and education in elementary, high school and college are all part of preservice education), and where it should end (Shulman).  One suggestion is the second year of college, to help account for undergraduate experiences and education, but it is not clear what is the most appropriate starting point (Garet).

(a) A study could examine teachers early in the program and compare them to teachers late in the program.  By studying preservice teachers early and late, ED could see if there are any differences in the way they were educated, and differences in their content knowledge and their knowledge about children. Perhaps ED might map forward and map backwards, in addition to following a cohort (i.e., measure relationships between in-service teaching and student achievement, looking at differences in teacher’s education and pedagogical content knowledge, while simultaneously studying how preservice education affects teacher’s education and pedagogical content knowledge; and in addition, follow a cohort of teachers for which you would measure both of these systems of relationships) (Shulman).
(b) A longitudinal design should account for the “emergent” effect of preservice. Many teacher practices that can be linked to preserivce education do not appear until the 2nd and 3rd year of teaching; there is a delayed emergent effect. In order to do a proper study, ED would have to follow teachers for at least 3 years after they graduate (Kennedy).  To figure out the knowledge base at exit, you have to use a paper and pencil test, or you would have to get past the first year to see if that knowledge base would be activated (Kennedy). Also, it may be that teachers follow materials closely the first year, and are more flexible later, when they have more opportunity and fewer contraints.  This “emergent” effect is consistent with lifespan developmental psychologists who found that sometimes behaviors didn’t happen until years later, because constraints existed that did not give a child the opportunity to perform a certain behavior (Shulman).
II. What Are The Characteristics Of High-Quality Preservice Teacher Education?
A. It is implementation, not structure, that matters.  Programs of high and low quality are structurally alike—they all have a psychology course, a methods course (from generic to subject-specific), and some sort of student teaching or internship. They just vary on how well they implement these features.  Therefore the structure isn’t what you should look at—you won’t find much variation in characterizing program elements, because what matters is really what they are doing with what they already have.  You have to look at certain features of the program in a qualitative way, for example, the balance of basic skills and deeper knowledge. But for that we need much better assessments. Perhaps ED would want to identify systematic taking of responsibility for continuous evaluation and assessment for an accepted set of standards before graduating teachers (Shulman).
B. Undergraduate education should be included in the definition of high-quality preservice teacher education.  Traditionally there has been a disconnect between undergraduate and preservice education.  Undergraduate institutions have not been held responsible for teacher quality, and if ED begins the study after undergraduate education, that is leaving behind a large part (e.g., 80%) of the variance (Shulman).  With so many institutions training teachers, a lot of the education happens outside of the teacher education programs, and even if the teacher education program is excellent, the rest of the education might not be, and the institution as a whole is never held accountable (Kennedy).  ED might want to focus measurement on how arts and sciences haven’t taken responsibility that teachers get good subject-matter preparation. There is a question, however, about how this could be taken into account (Wilson), given complications, such as the fact that college students often attend multiple institutions (Dozier).
C. Lack of 100% retention in the preservice program might be an indication of quality.  Retention is not always good, you have to see if programs are good at weeding out weak students (Porter, Wilson).You would want to make sure, however, that the ones that don’t graduate are the ones who are less qualified. Perhaps this is something we could ask Partnership grantees to measure (Barr).
D. A coherent curriculum is a measure of quality.  There should be some agreement on content for the curriculum, and the program should have a coherent vision of what people need to know in order to teach (separate from whether their vision is high- quality) (Wilson).
E. A good program has content-focused courses. A good program has a strategy or focus on what types of knowledge and skills teachers need to have in mathematics (Wilson). One measure of quality might be the number of content-focused courses, although the quality of those courses would have to be assessed (Garet).

F. High-quality preservice programs should pay attention to what their students know and can do and assess this (Crowe).
G. A good mentor program is important, but there are several challenges involved.  It is important to have a mentor teacher, but there is a volume problem, in that there are so many programs that need mentors; and there is a political problem because the programs have to work out the details with the school; and then there’s a financial problem, because you can’t reward the teachers. Teachers say it’s one of the most important aspects of the program, but programs cannot really control it (Kennedy).
H. Some dimensions of quality may be simple dimensions, such as ensuring that teachers have basic skills. One measure of quality might be a focus on simple, obvious solutions, such as having teachers who can speak English, ensuring that they have basic skills, at a minimum, and systematically eliminating bad methods courses (Porter). Also, for example, providing coursework in areas where there usually is none, e.g., teacher preparation focused on the middle grades (Wilson).
I. Potential students may evaluate the quality of the preservice program based on the qualities of fellow students and other factors not related to the content quality of the preparation program.  Sometimes people go to high-quality programs because they want to associate with smarter students and take more interesting courses, not necessarily because they want to be better prepared to practice their profession (e.g., the better law schools pride themselves on not preparing their students for the bar) (Shulman).
Measuring Teacher’s Knowledge and Skills and Classroom Practice

J. What is the Process by Which ED Should Choose Measures?

1) We can choose measures based on what ED really expects preservice to affect.  How varied a cluster of teacher characteristics should be specified, given that many are not under the influence of teacher education programs (e.g., teacher vision) and some may be desirable, but we would not expect them to be correlated with student achievement (e.g., morality)?  How far do you want to push the idea that the preservice program is responsible for teachers performing a certain way?  Preservice programs have limited control over certain dimensions; perhaps a study should focus only on those dimensions, and other studies should focus on other links later on.  For example, teacher education has control over (1) who gets in, (2) what happens in the program (e.g., where students are placed for their internship), and (3) establishing criteria for leaving, and, to some extent, (4) the quality of placement. Further, if functional standards are defined in terms of what is practice now, technology would not be one of the goals. Also, ED may want to measure teachers’ use of educational theory (Shulman).

2) We could choose to measure content knowledge in areas where children underachieve. The Michigan State approach could be employed—they choose topics in mathematics that people would agree are central, and that children don’t learn as well as we would like (e.g., place value, proportional reasoning) (Rowan). 
3) ED could choose measures based on desired outcomes.  ED can identify the outcomes that they desire, for example, basic skills or higher understanding, and use that as a basis for choosing measures (Duffy).
4) ED could choose measures to reflect those issues that they want to highlight. ED needs to consider what is possible, but also what is strategic in the choice of what to measure.  Every time we assess something we give it status and presence, and so ED may want to assess something even if the tools aren’t available to assess it (e.g., accountability of colleges of arts & sciences) (Wilson).

5) ED should not limit our choice to only those measures that we think will persist.  We should not be interested in only those factors whose impact we think is eternal; we should not discount things even if they don’t last forever.  We should identify dimensions that are important as the foundation for later development (Shulman).
6) ED should not limit their choice to only those measures that are related to how teachers teach.  For example, we would not want to discount the validity of PCK if it wasn’t correlated with the way teachers taught.  That is, assessing PCK probably would not be a good predictor of how well a teacher teaches, nor of the stability of teaching over time, but we still consider it an important and valid measure of teacher quality (Rowan).
7) ED could focus measures on what they think is important for children to know and be able to do, and what good classroom practice is (both process and outcomes), but there is no consensus on these dimensions.   There is no consensus about what students need to know and be able to do, and on what good practice looks like. The most persuasive evidence we have is about what teachers don’t know. Research shows that there is no difference in student outcomes based on whether or not teachers have procedural knowledge, but there are differences in achievement based on teacher problem-solving knowledge.  Further, there is no agreement about subject-matter knowledge expectations for elementary teachers, nor expectations for beginning vs. experienced teachers (Wilson).
8) ED would want to choose multiple measures, and set criteria for deciding if an instrument “works.”  Would an instrument “work” if it predicts a deeper assessment of teacher’s content knowledge? If it predicts teacher’s ability to grow? If it predicts increases in student outcomes? (Garet).  Instruments would have to be validated against other instruments to see how adequately they represent content (Rowan).
9) In the choice process, ED may have to try to satisfy their minimum requirements, rather than do what is optimal.  It is hard to assess teachers in high stakes, conventional equitable ways.  Given that we probably can’t achieve that, the question is, what would be a “good enough” assessment? We want teachers to be able to make judgements under uncertainty and learn from experience and not make the same mistakes; but these are hard to measure. We want to understand the subtleties of practice, but we have to decide what we can take responsibility for measuring (Shulman). There is a question about the extent to which we can (a) change teacher pre-conceptions about teaching and (b) test them (Rowan). We have learned from studies of reform (e.g., Wilson’s) that asking teachers to make radical changes in their thinking doesn’t often work. Sometimes we try to change too much; instead we should build on what is useful and appropriate (Shulman). 
K. Which Teacher Knowledge and Skills and Practices are Important to Measure?
1) Content knowledge.  The Partnership Grant proposals did not seem to pay any attention to being critical about content knowledge, and acknowledging that there is a debate in this area. Teachers need a basic understanding of the subject area and need critical analysis skills to evaluate content knowledge.  This would include understanding the kinds of knowledge to assess what students know and to evaluate students’ work and determine what are appropriate representations of student work (Carpenter). Another way of identifying strategies for choosing dimensions to measure is to choose the central subject-specific (e.g., mathematical) ideas, based on what the program is trying to get children to learn (Kennedy). The programs, however, cannot define successful content knowledge acquisition for themselves; ED has to make sure deep content knowledge means something across programs (Crowe).

2) Pedagogical content knowledge.  This develops over time and may not be measurable upon graduation (Kennedy).

(i) Cognizance of students.  One of the biggest revelations that teachers have is that they have to pay attention to students, so it would be helpful to have some evidence of this revelation by the time they graduate (Kennedy).

(ii) Knowledge of students’ progression.  What we want a child to be able to do and know is not the same as what we want teacher to know.  Teachers should know how students progress, and how they should perform, and the way that teachers can help.  Teachers need a comprehension and formulation of how children progress over time (Barr).  Similarly, teachers should understand how students think. This should not be the only measure, but it can be very powerful, and can serve as the basis for what happens in practice (Carpenter).
(iii) Ability to orchestrate their own content and teaching knowledge. Almost all research on teaching suggests that it isn’t knowledge per se that is important, but knowledge orchestrated.  What is important to measure is if the teacher is teaching the right material in the right way, and this differs for different students. For example, the initial results of research showed that direct instruction worked with high-poverty kids, but follow-up qualitative work showed that teachers varied their instruction (Duffy).  Teachers need to know when to increase or decrease the degree of direct support and structure that kids need to learn something. Teachers need to be prepared to employ and understand the principles behind adapting practice (Shulman).

3) Areas in which children have the most trouble learning, such as solving word problems.  It is tempting to focus on where the disagreement is most dramatic.  Standards require the exercise of judgments, and these are the most difficult dimensions of a domain to learn. The problem of solving word problems is universal, so this might be a point where we can focus assessments and standards (Shulman).
4) Functional, not entitlement standards. Entitlement standards (e.g., having a math major) and functional standards (knowing math) must be distinguished from each other; we would expect a link between functional standards and teaching, but not entitlement standards and teaching (Shulman).
5) Ability to learn from practice. We want teachers to be able to generate knowledge from their experiences; we want teachers to be in the position of being able to engage in inquiry, and make their classes places for them to learn. The importance of engaging in inquiry is more agreed upon than specific types of knowledge.  Teachers need enough of a knowledge base to engage in inquiry, to learn from their teaching, and make their classes places for them to learn (although a lot of knowledge isn’t always necessary for this) (Carpenter). Teacher should be able to learn from their experiences and not make the same mistakes twice (Shulman).
6) Activities outside the classroom.  It is short-sighted to limit measures to what happens in the classroom, because a lot occurs after hours – planning, evaluation, assessments, etc. (Shulman).
7) Conceptualizations (i.e., beliefs) about teaching.  Teacher conceptualizations of teaching and expectations play a big role in the quality of teaching, and this is important to assess (Porter).
8) Ability to diagnose children. More sophisticated teachers use student error to develop hypotheses about what children understand and what they don’t, and ED could measure this (Kennedy).
9) Collective action and communities.  A big part of trying to measure teacher’s content knowledge or knowledge of students is collective action – for example, teacher begin to talk differently, use more discourse strategies, more risk-taking, shared language, and develop canonical stories that develop a shared understanding, but this has been hard to learn how to measure.  Communities are important to sustain change. Learning shouldn’t be conceived as just an individual activity, and we need to find ways to measure these collective and community aspects of teacher’s knowledge (Wilson).
10) Teacher efficacy and motivation, active teaching and content taught.  Because of the complex nesting of teaching, it’s worth considering variables such as teacher efficacy and motivation, active teaching and content covered.  Studies have shown these have weak effects for general measures; and while subject-specific measures are stronger, they still do not have substantially stronger effects (Rowan). It could be that program effects get you into certain positions, in certain districts, then performance motivation takes over.  It could be that teacher education programs have an effect on teacher’s interest in continued professional development (Garet). Teacher expectations for students are also important (Porter).

L. What Are The Most Appropriate Methods to Measure Preservice Experiences, and Knowledge, Skills, and Classroom Practice?
1) Teacher observation.  Observing teachers in the classroom is important; data collection should not be limited to interviews with teachers (Kennedy, Garet).
2) Teacher logs.  Teachers can keep logs of their instructional experiences (Rowan).

3) Surveys. Surveys could be used to ask preservice students to describe the pedagogy in their program (Shulman). Surveys are also useful for asking teachers to describe the content of their teaching.  But here you need to decide at what level of detail you want to describe content. There is a continuum, from subject (math) to type of math (algebra) to which topics (linear equations) to cognitive demands (fit a line to data using linear equations).  This separates content from pedagogy (Porter).
4) Interviews.  PCK has been measured mostly through interviews and observations and other qualitative methods which ask teacher how they think about what they’re doing (Grossman).
5) Problem-solving.  Planning and decisionmaking can be tested through problem-solving type exercises (Rowan).

6) Videotapes and teacher interactions with the principal.  Videotapes and interviewing can be used to observe how teachers understand student thinking.  Also, the principal can ask the teacher to bring in examples of student work and talk about them (Carpenter).
7) Utilizing mentoring interactions and evaluations.  Observation that is done merely for evaluation purposes is intrusive, but if it is made to be part of the normal collaborative mentoring role, then it becomes more realistic, and can also be used in an evaluation (Shulman).

M. What is the Quality of the Measures That Are Available?
1) Assessments do not cover the complete year.  Experts claim that the excellence of a senior teacher is no different than that of a junior teacher.  Part of being a good teacher is whether you teach the right content, but existing assessments (e.g., NBPTS and Praxis) do not do a good job of assessing this.   They assess subject- matter knowledge and pedagogical skills and to some extent what teachers teach, but they do it in smaller chunks of instruction, instead of the full school year (Porter). 
2) The standards and/or benchmarks are unclear. One problem with assessments is the same problem that plagues student achievement assessments: how to determine a standard that indicates that if you reach a certain level, you’re good enough (Porter).
3) Standardized assessments are sometimes appropriate, but are plagued by problems of bias, unreliability, and inadequacy.  INTASC, NBPTS, Board tests and Praxis are all aligned, and qualitatively similar.  But African-Americans don’t pass these tests at high rates (Porter). The National Board assessments were purposely designed for accomplished teaching, and most cannot be done until the teacher has autonomous control of the classroom. Further, although the assessments are good for some purposes, they do not answer what teachers understand or are capable of performing when they leave teacher education (Shulman). It seemed the Partnership proposals were driven by Praxis, but that tests a simple, narrow range of skills and knowledge (Wilson); Praxis is OK at measuring knowledge, but does not do a good job of measuring PCK (Porter). Evidence suggests that skills in mathematics that are necessary to teach it are not measured by those standardized tests (Wilson).  Further, Praxis III (classroom observation) is OK, but it is expensive and time-consuming.  There are, however, some decent tests of teacher knowledge of subject matter (Porter).
4) We do not have adequate instruments for many of the constructs we want to measure. It is very difficult to measure PCK (Wilson).  Presently we have a narrow idea of PCK and a limited number of curricular domains in which PCK operates; it would be helpful to expand upon the domains and items (Rowan).  Neither observations or surveys are the gold standard for the measurement of teaching; we need better measures; we need an instrument sensitive to measuring teacher’s knowledge base (Rowan).  Although PCK is tough to assess, good progress is being made on that, although we need really good measures of it; paper and pencil tests that can be devised to measure this. For example, in the Cognitively Guided Instruction (CGI) program, a teacher has to have good ideas about how students think about different kinds of problems; and results have shown that this type of knowledge increases student achievement.  The question is, do teachers use that knowledge to provide effective instruction? That is what Praxis III and national portfolios are about, as well as the National Board. Progress is being made in this area (Porter).

5) We do not have instruments capable of measuring teacher growth.  The field does not have measures that are designed to trace growth longitudinally in teachers’ knowledge, so there is a question as to whether a study could be designed as a growth model. We have scenarios so we can establish cut points, but our instruments are not designed to think about growth. Assessments can be used at any point in a teacher’s career, but we don’t know what the floor is (Rowan). For example, a Likert scale isn’t good to look at over time (Rowan).  One question is whether we really need different tests for novice vs. expert teachers, or could we use the same test and make a higher cut off point for experts. Also, the multidimensionality of what we want to measure makes teacher growth models and the measurement of teacher growth complicated (Porter, Rowan).

Any evaluators of preservice effects would want to conceptualize and think through models of learning and growth, because we do not have a model of teaching or teacher learning (Garet, Rowan). If assessments are taking place in a certain sequence, you have to identify what would matter at a certain time.  For example, PCK develops in practice—it is an integration of the teacher’s understanding of the subject with students.  It is not clear that we would expect to see a lot of this at the end of a teacher preparation program (Kennedy). The evidence is not convincing about what we should expect new teachers to know, but there is evidence that learning has discontinuities (Wilson).  It might be worth thinking about developmental things we know about and lock assessments on critical events on that path (Kennedy). Also, research has found that teaches who were using a textbook for the first time followed it more closely. It is not just teachers in their first year of teaching—more experienced teachers also behave in the same way if they have a new set of materials (Porter). 
6) Most instruments are unable to track effects over time.  Most of our measuring instruments are too blunt to pick up long-term effects (Kennedy).

7) Given resource constraints, surveys in large-scale evaluations would not be able to measure most constructs adequately.  Large-scale evaluation surveys would be multi-purpose and would not be able to devote many items to measure any one thing deeply; that would not be affordable.  This creates problems of generalizability, reliability, sample, etc. Adjusting smaller-scale measures to the survey research context is very difficult (Rowan).  To address this problem, if you weren’t interested in individual teacher development, you would have to give every teacher every item, but could sample items (Garet).  This matrix sampling approach might give adequate domain representation, but we would miss 95% of the variation, which is at the individual level (Rowan).
III. Summary and Conclusion

The expert panel meeting and corresponding commissioned papers have provided extremely useful guidance to the U.S. Department of Education in their planning for an evaluation of the Partnership Grants program.  Panel members highlighted the theoretical/conceptual issues that must be addressed in evaluating the effects of preservice teacher education programs on teacher’s practice and student achievement.  For example, they discussed the differences in how preservice education is conceptualized, either to include or exclude undergraduate education.  Participants also provided information on key design issues associated with a preservice teacher program evaluation.  They suggested that to study the causal relationships in such a complex system, it might be more appropriate to design a series of studies, rather than one study that attempted to measure all relationships of interest.   

Participants suggested several key elements of preservice programs that would be important to measure.  They identified several factors as being important to measure, such as the components and content of the preservice curriculum.  Participants also made many suggestions about important measures of teacher’s knowledge and skills and classroom practice, such as pedagogical content knowledge and teacher’s ability to apply knowledge, but agreed that there was no consensus on which were the strongest or most appropriate measures for teachers at a particular time period (e.g., novice vs. expert teacher).  

Several panel members thought that the standardized and other assessments that are presently available are adequate to measure some constructs. Many agreed, however, that there are not adequate measures for several key constructs, such as teacher’s ability to engage in inquiry, pedagogical content knowledge, and teacher growth.  There was some discussion of appropriate measurement methods, such as teacher logs, classroom observations, and surveys; but most participants agreed that determining which combinations of methods were appropriate and feasible for measuring particular constructs remained a challenge.

The education experts at the meeting also named several methodological challenges that a preservice evaluation would face, including identifying the proper unit of analysis; defining the parameters of preservice education; identifying a sample with appropriate variation on factors of interest; determining the appropriate length of time for the study; and developing growth models for teacher performance and learning.  In addition, the participants discussed the statistical issues that would need to be addressed, such as accounting for selection or recruitment effects and the complications of nested effects; and determining the appropriate sample size necessary for the detection of effects. 

While panel participants did not provide easy answers, the discussion provided valuable insights about the major theoretical, design, measurement, methodological and statistical issues and challenges involved in an evaluation of the effects of preservice teacher education on teachers and students. The information and guidance provided in this meeting, and in the commissioned papers, will help ED to narrow the evaluation’s purpose and focus, and consider feasibility and resource issues in the context of expert knowledge in the field.  This will provide invaluable assistance to ED in the design of a high-quality, useful evaluation of its Partnership Grants program and in the evaluation design of similar programs that aim to improve preservice teacher education. 

� Dr. Bond authored one of the commissioned papers, but was unable to attend the meeting.


� Dr. Grossman participated in the meeting by speaker-phone for approximately 1.5 hours.


� For context and background information, two randomly selected grantee applications were sent to panel members for their review before the meeting.
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