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Assessing Teacher Quality:

Insights from School Effectiveness Research

In this paper, I discuss the assessment of teacher quality from the point of view of a researcher whose interests lie in large-scale, survey research on school effectiveness.  For the past several years, I have been examining data from two large-scale, nationally-representative studies of student achievement in American schools (the National Educational Longitudinal Survey of 1988 [NELS  88] and Prospects), and I have been using these data to estimate both the size and sources of teachers’ effects on student achievement.  In addition, I have been working with Deborah Ball and David K. Cohen on a large-scale, survey research project examining how four of the most widely-disseminated, comprehensive school reform programs in the United States are being implemented in high-poverty elementary schools.  A major purpose of this work is to examine how classroom instruction affects student achievement in the schools under study, where a large part of the work involves developing survey measures of instructional practice for use in the study (for a brief discussion of this study, see http://www.sii.soe.umich.edu)


The discussion of teacher quality I present here is framed by this work.  My research does not involve the assessment of teachers per se.  Instead, it focuses on understanding how teachers and teaching affect student achievement in the context of elementary and secondary schooling in the United States.  As a result, the discussion presented here does not directly address issues related to practices in teacher evaluation or assessment but instead focus on what large-scale, quantitative research on schooling can tell us about the size and stability of teacher effects on student achievement, about the sources of such effects, and about what can be done to develop better survey-based measures of teacher quality.


Before beginning, I want to point out that I am using a very restricted view of teacher quality in this paper.  Large-scale, quantitative research on schooling almost always focuses on a narrow (but important) criterion of school and teacher effectiveness—students’ academic learning in reading and mathematics as measured by standardized achievement tests.  Obviously, teachers and schools can affect student outcomes other than academic learning, including students’ broader social and emotional development.  In fact, many developmental psychologists and early childhood educators have demonstrated that variation at an early age in developmental outcomes has important and long lasting effects on later life chances.  As a result, one could easily argue that student development is another criterion by which the success of teachers and schools should be judged.  In this paper, I ignore this argument.

The Size and Stability of Teachers’ Effects on Student Achievement


A widespread belief among researchers and policy makers is that teacher effects on student achievement are among the largest and most powerful explanations for student-to-student differences in academic achievement in American schools.  I do not dispute this statement, but I do think that any one interested in the issues of teacher assessment and teacher quality can benefit from a close look at accumulated evidence on the size and stability of teacher effects on student outcomes. 

Evidence from Variance Decompositions

In school effects research, the percentage of variance in achievement scores accounted for by a given aspect of schooling is a common metric used to gauge the importance of a factor in the production of student learning.  With the widespread use of hierarchical linear models, we now have fairly robust estimates of the percentage of variance in student achievement that lies among schools, among classrooms within these schools, and among students within these classrooms, thus allowing us to begin to locate where the important factors affecting student learning reside in the educational system.  Research in this area suggests that when standardized tests of achieve​ment are the measure of student outcomes, about 15-20% of the variance in student achievement lies among schools, another 15-20% lies among classrooms within schools, and the remaining 60-70% of variance lies among students (Scheerens and Bosker, 1997: 182-209).
 Using an approach suggested by Scheerens and Bosker (1997: 74), we can translate these variance components into an “effect size.”  The estimates just cited suggest that the unadjusted “effect size” for classroom-to-classroom differences in student achievement lies somewhere between .42 and .50 standard deviations, a figure that can be interpreted as the average difference in mean student achievement that will be found among classrooms within schools in a given sample (where this difference is expressed in standard deviations of the dependent variable). 

The findings just described come from studies on several continents, so an example from the United States is in order.  I decomposed the variance in student achievement into school, classroom, and student components using nationally-representative data for fourth grade students who participated in the Prospects study.  The dependent variable in the analysis was student achievement on the CTBS math test, a typical norm-referenced achievement test.  In an unconditional variance decomposition (i.e., a model that does not control for students’ socio-economic background or initial differences in achievement), I found that 15% of the variance in student achievement was among schools, 17% among classrooms within schools, and 68% among students.  Thus, the unadjusted classroom effect size in these data was .42.  

After adjusting this estimate for the socio-economic status and prior achievement of students in classrooms, however, we come closer to representing the difference teachers might make to students’ achievement.  As expected, this adjustment makes a substantial difference to the results.  After taking into account student composition in classrooms, the percentage of variance in achievement accounted for by a student’s location in a given classroom is substantially reduced.  In fact, including just the two measures of student background discussed above accounts for about 80% of the variance in mean achievement initially observed among classrooms in the Prospects study.  This gives a new estimate of the percentage of variance lying among classrooms (after taking into account students’ socio-economic status and prior achievement) of about 11%, and a new effect size estimate of .35.

The stability of teacher effects on student achievement  

The results suggest that over the course of a single academic year, the classroom to which a pupil is assigned has a small to moderate effect on that pupil’s standardized achievement score, even after taking into account the prior achieve​ment and socioeconomic status of the student and his or her classmates.  Presumably, at least some of that effect is due to the teacher in a pupil’s classroom, raising the important question (discussed below) of what it is about teachers and their teaching that might produce such an effect.  

Before turning to this question, however, we need to review research on the stability of teacher effects on student achievement.  Here, the question is whether a given teacher is “effective” when teaching different groups of students and/or when teaching in different curriculum areas (where effectiveness is again defined in terms of the average student gains in achievement in a teacher’s class, adjusted for student background and prior achievement).  The data I have been able to find on this point suggest that the adjusted gains in student achievement observed in a given elementary school teacher’s classroom across years have a small, but statistically significant correlation.  For example, Brophy and Good (1986) cite estimates ranging from around .20 to .40, a figure comparable to other studies I have seen.  Brophy and Good (1986) also discuss the correlation in adjusted gains when a given teacher is teaching different academic content to the same group of students.  Here, they describe a single study showing a correlation of .70 across tests of word knowledge, word discrimination, reading, and mathematics.  Both findings are comparable to the results for the stability of school effects.

Summary  

What do the findings just discussed suggest about the nature of teacher effects on student achievement?  First, our best estimates of the percentage of variance in student achievement lying among classrooms come from data on elementary schools and suggest that a given student’s adjusted achievement gain in a particular academic year is affected only moderately by the classroom to which he or she is assigned, the average “adjusted” effect size being somewhere around .30.  While this effect of classroom placement on standardized achievement scores in a given year is seemingly small, it is worth noting that a student who is lucky enough to have attended a classroom experiencing above average gains over a number of consecutive years would experience substantially greater achievement growth than a student who was unlucky enough to have been assigned to a series of classrooms that were experiencing below-average gains.  In this sense, the accumulation of classroom effects over a student’s career in elementary school could be quite large, depending on how students are assigned to classrooms.  However, there is a strong likelihood (at least in the elementary grades) that assignment to classrooms is somewhat random and that any advantage a student might get by being in a high-growth classroom in a single year would be washed out by placement in a lower growth classroom the next year.  Clearly, more  research on students’ trajectories through classrooms would be very helpful to clarify this point.  

The data just reviewed also suggest that teachers’ effectiveness can be quite varying across years (especially when they are teaching different groups of students).  Thus, while there are small to moderate classroom-to-classroom differences in student achievement in any given year, the extent to which a given teacher is likely to be leading a classroom with high achievement gains in consecutive years is low.
 One explanation for this lack of consistency is that teachers’ actions (and their effects on student achievement) are highly confounded with the groups of students a teacher works with in a given year.  This is obvious from several other pieces of evidence just discussed, including the fact that about 80% of the variance in achievement gains lying among classrooms is explained by the socio-economic status and prior achievement of pupils, and by the finding that teacher effects on student achievement are more consistent when estimated across different subject areas for the same pupils than when assessed across the same subject area with different pupils.  None of this should be surprising to those acquainted with the work of teachers or with theories of learning.  That teaching is responsive to the particular students being taught and to the group dynamics in a classroom during any given year, and that students themselves play a crucial role in the production of learning in classrooms, is obvious and reinforced by the data reported above.

What Accounts for Classroom to Classroom Differences in Achievement?

In order to disentangle the complex causal processes underlying classroom-to-classroom differences in student achievement, and to try and isolate teacher effects within this complex causal process, I find it useful to think in terms of Dunkin and Biddle’s (1974) scheme for classifying broad types of variables in research on teaching.  Recall that Dunkin and Biddle were working within the “process-product” paradigm of research on teaching and discussed four types of variables of relevance to that paradigm.  Product variables were defined as the possible outcomes of teaching, including student achievement.  Process variables were defined as properties of the interactive phase of instruction, that is, the phase of instruction during which students and teachers interact around academic content.  In addition to these process and product variables, Dunkin and Biddle argued that two other broad classes of variables warranted investigation in research on teaching.  The first set was called presage variables, that is, properties of teachers that could be assumed to operate prior to, but also to have an influence on, the interactive phase of teaching.  The second set was context variables, that is, variables that could exercise direct effects on instructional outcomes and/or condition the effects of process variables on product variables.

Context variables  

It should be obvious from the discussion thus far that classroom-to-classroom differences in student achievement are due in large part to differences in classroom context (and, if school context is not controlled for, to school effects as well).  In this sense, we already know that many context variables have direct effects on student outcomes and must be controlled for in any attempt to estimate teacher effects.  Perhaps the most obvious contextual feature of classrooms having a direct effect on student achievement is the group of students being taught.  Especially in studies where standardized, norm-referenced achievement tests are used as the dependent variable, differences in students’ prior achievement, levels of motivation upon entry into the classroom, and home background account for most of the classroom-to-classroom variance in student achievement.  Thus, any estimate of teacher effects on student achievement that fails to control for the direct contribution of students’ prior learning, levels of motivation and engagement in the academic process, or support from the home is suspect.

The effects of student-level variables, however, do not exhaust the ways in which context factors need to be taken into account in research on teaching.  Many dimensions of “context” constrain what teachers do in their classrooms (Barr and Dreeben, 1983).  Thus, classrooms can have different numbers of students with different ability distributions, and they can be characterized by different patterns of instructional grouping and coordination, each of which is only partly under the control of teachers.  Moreover, teachers frequently teach toward curricular objectives defined externally, and they use instructional materials that are given to them.  These and other elements of classroom context have been found in prior research to exercise direct effects on instructional outcomes, but at least some of that effect is due to the fact that these elements of context partly determine how teachers operate within the classroom.  For example, ability distributions can affect instructional grouping practices, which in turn affect how teachers allocate their time and the kinds of instructional strategies they use with different pupils.  It is therefore not so easy to attribute classroom effects unambiguously either to context variables or to the independent actions of teachers.  The setting and the actions of teachers are often confounded.

Context variables figure into research on teaching in yet another way—as variables that mediate the effects of a given teaching process on student achievement.  Here, we are discussing statistical “interactions” among context and process variables that change the magnitude of effect that a particular teaching process has on student achievement.  Even a cursory review of the findings from research on teaching will uncover a large number of such interaction effects.  For example, many studies find that particular teaching strategies have differing effects when estimated in high and low ability contexts, across different grade levels, and (when “generic” measures of teaching are under consideration), across different subjects (for data on elementary schools, see Brophy and Good (1986); for recent studies of secondary schools, see Gamoran and Nystrand, 19__; Rowan, Chiang and Miller, 1997).    

Presage Variables  

The confounding of context and process variables in research on teaching, the varying effects of teaching strategies in different contexts, and instability in adjusted achievement gains produced by teachers across years, all suggest that teachers’ perform their work in a complex and dynamic environment.  As a result, a number of researchers have argued that teachers’ expertise is central to the process of effective teaching. An early statement of this view can be found in Brophy and Evertson’s (1976) work, where effective teaching is described as: 

…the ability to implement a very large number of diagnostic, instructional, managerial, and therapeutic skills, tailoring behavior in specific contexts and situations to the demands of the moment.  Effective teachers [are] not only...able to do a large number of things, they also [are] able to recognize which of the many things they know how to do applies at a given moment and...[to] follow through by performing the behavior effectively.

Pedagogical Content Knowledge.  In recent years, Brophy and Evertson’s (1976) early discussion of expertise in teaching has been framed in terms of Shulman’s (1986) ideas about pedagogical content knowledge.  A basic assumption underlying this construct is that teachers possess an underlying body of knowledge that they use to guide decision making in the dynamic environment of the classroom.  Although analysts have emphasized several different dimensions of this construct, most agree that one central aspect is teachers’ knowledge of the content being taught.  At the same time, effective teaching in this view also requires knowledge of how to represent that content to different kinds of students in ways that produce learning.  That, in turn, requires teachers to have a sound knowledge of the typical ways students understand particular areas or concepts within the curriculum and of the alternative instructional moves that can produce new understandings in light of previous ones.  

To date, most research on pedagogical content knowledge has been qualitative and done in small samples of teachers.  A major goal has been to describe in some detail the pedagogical content knowledge of teachers, often comparing the knowledge of experts and novices.  Such work aims to clarify and extend Shulman’s (1986) original construct.  One frustrating aspect of this research, however, is that it has proceeded in relative isolation from large-scale, survey research on teachers’ knowledge, especially the long line of education “production function” studies that have used very different indicators of teachers’ knowledge to examine the relationship between teacher expertise and student achievement.  

Early work in this area dates to the Coleman report (Coleman et al., 1966), where a short, verbal ability test was given to teachers and found to be positively associated with student achievement, a finding that has been replicated in many (but not all) subsequent production function studies (Hanushek, 1989).  As in much other research in personnel psychology, verbal ability is seen in production function research as a generalized resource for improving job performance across a wide range of job functions.  

More relevant to the construct of pedagogical content knowledge—but still at some remove from it—are production function studies seeking to link the educational attainment of teachers’ to student performance.  A long line of research shows that there is no difference in adjusted gains in student achievement across classes taught by teachers with a Masters’ or other advanced degree in education and classes taught by teachers who lack such degrees.  However, when researchers have focused in greater detail on the academic majors of teachers’ and on the courses they have taken, results have been more positive.  Several studies (reviewed in Rowan et al., 1997) show that in classes where teachers have an academic major in the subject area being tested, students have higher adjusted achievement gains.  Virtually all of these studies have been conducted in secondary schools, and in this setting, it appears that the gains to productivity coming from increases in teachers’ subject-matter coursework occur mostly when advanced material is being taught (see, for example, Monk, 1994 and Chiang, 1996).  Thus, these studies provide at least some evidence that teachers’ content knowledge affects students’ achievement, although this effect might be more pronounced at higher levels of the curriculum .

Some findings from the NELS  88 and Prospects data illustrate this point.  In an analysis NELS  88 data, my colleagues and I developed a well-specified regression model in which student achievement in mathematics was the dependent variable.  We found that students whose teachers majored in mathematics in their undergraduate or graduate programs had higher scores on the NELS  88 achievement tests than did students whose teachers did not major in mathematics (Rowan, Chiang, & Miller, 1997; Miller, 1998).  However, while these effects were statistically significant, they were very small.  In NELS  88, the difference in achievement for 10th grade students whose teachers did and did not possess a math degree tended to be around .02 of a standard deviation in NELS  test scores.

We performed a related analysis with Prospects data.  Using data on fourth graders’ CTBS mathematics achievement, and after controlling for prior achievement in reading and math, gender, free lunch status, and minority status, we found a partial correlation of .01 between adjusted gains in a student’s achievement and whether or not the student’s teacher majored in mathematics in graduate school; the partial correlation between a teachers’ having an undergraduate degree in mathematics and student achievement gains was -.037.  For reading achievement on the CTBS total reading battery, the partial correlation between a student’s reading achievement and a teacher’s possession of an undergraduate degree in English was .02; for possession of a graduate degree in English it was .02.  None of these effects were statistically significant in HLM regression analyses

The production function studies discussed to this point tried to assess the effects of teachers’ content knowledge on student achievement using degree status as an indicator.  Fewer studies in this tradition have attempted to assess the effects of teachers’ pedagogical knowledge on student achievement, although a study by Monk (1994) is noteworthy in this regard.  In Monk’s study, the number of classes in subject-matter pedagogy taken by teachers’ during their college years was found to have positive effects on high school students’ adjusted achievement gains.  Darling-Hammond and colleagues (1995) cite additional studies supporting this conclusion, suggesting that pedagogical content knowledge can be an important factor in teaching effectiveness.  

In light of these studies, my colleagues and I recently began an effort to develop explicit measures of pedagogical content knowledge for use in our work on school improvement interventions.
  Our effort originated in two lines of work.  The first was the Teacher Education and Learning to Teach (TELT) study at Michigan State University.  The researchers who conducted this study developed a survey battery explicitly designed to assess teachers’ pedagogical content knowledge in two areas—mathematics and writing (Kennedy et al., 1993).  Within each of these curricular areas, the battery was designed to assess two dimensions of teachers’ pedagogical content knowledge:  (a) teachers’ knowledge of subject matter; and (b) teachers’ knowledge of effective teaching practices in a given content area.  As reported in Deng (1995), the attempt to construct these measures was more successful in the area of mathematics than in writing, and more successful in measures of content knowledge than pedagogical knowledge.

An interesting offshoot of this work is that three of the items originally included as measures of pedagogical content knowledge in the TELT study were also included in the NELS  88 teacher questionnaire.  As a result, my colleagues and I decided to investigate the association between these measures and student achievement in the NELS  data on 10th grade math achievement.  We found that the three items included in the NELS teacher questionnaire formed a single scale with acceptable measurement properties, and that, in a well-specified regression model predicting adjusted gains in student achievement, there was a statistically significant, but very small, effect on student achievement.  A one standard deviation increase in the pedagogical content knowledge score of a students’ teacher was associated with a .02 standard deviation gain in that students’ mathematics score.

These efforts, although rough and tentative, have encouraged my colleagues and I to develop new survey batteries designed to assess teachers’ pedagogical content knowledge.  In a recent field trial, for example, we developed survey batteries that were intended to measure three dimensions of elementary school teachers’ pedagogical content knowledge in the areas of mathematics and reading.  The three dimensions were:  (a) subject-matter knowledge; (b) knowledge of common learning problems that students face in understanding various subject matter domains; and (c) knowledge of appropriate pedagogical steps to take in light of particular learning problems.  A detailed report on this work is due in March, 2000.  For now, I can report that our results show it is possible to develop short item batteries in the first two domains that result in IRT-scaled measures with excellent psychometric properties.  

Teachers’ Motivational Beliefs.  The discussion to this point suggests that teachers’ knowledge, particularly pedagogical content knowledge, is becoming an important focus in research on teaching and that researchers are gaining ground in their efforts to develop appropriate survey measures of this construct.  However, this is not the only important “presage” variable of interest in recent research on teaching.  Another frequently examined construct is teacher motivation.  Here, the two most commonly investigated constructs are teacher expectancy and teacher efficacy.  In theory, both constructs are closely related, especially in expectancy-value theories of action, where a person’s overall level of motivation and persistence at a task is seen to be a function of three types of beliefs:  (a) efficacy beliefs—a person’s belief that he or she can mount a particular course action; (b) expectancy beliefs—a person’s belief that this course of action can lead to particular outcomes; and (c) value beliefs—especially a person’s beliefs that achieving a particular outcome will result in valued rewards.

In comparison to educational research on students, research on teaching has not been particularly faithful to the underlying theories of motivation that define constructs like efficacy and expectancy.  For example, research on teacher efficacy usually assesses teachers’ efficacy beliefs broadly (as opposed to beliefs about highly specific performances), and it generally combines items that appear to assess not only teachers’ broad efficacy and expectancy beliefs, but also their general locus of control beliefs (for a review, see Rowan et al., 1997).  This approach to measurement could be one reason why research seeking to link teacher motivation to student achievement gains using the construct of teacher efficacy have been so disappointing.  The most widely-cited example of such research is the pioneering study by Aston and Webb (1986).  Although this study is widely touted as demonstrating the positive effects of teacher efficacy on student achievement, a careful reading of the data show much inconsistency in effects.  

My own analyses of NELS  88 and Prospects data suggest that global measures of teacher efficacy are unrelated to student achievement.  For example, in well-specified regression models predicting gains in mathematics achievement for 10th and 12th grade students, the broad measure of teacher efficacy found in the NELS  data had no statistically significant effects on student achievement.  My colleagues and I also constructed a very similar scale from Prospects data.  As in the NELS  88 analysis, the scale had strong internal consistency.  However, after controlling for a student’s prior achievement in reading and math, gender, free lunch and minority status, this measure of teacher efficacy had no statistically significant effects on student achievement.


A much more promising construct in the area of teacher motivation appears to be teachers’ expectations for students.  Beginning with the classic experiment of Rosenthal and Jacobsen (1968) and proceeding for several decades, researchers have found consistent effects of high teacher expectations for student performance on student achievement.  The most persuasive findings in this area come from experimental research, where the possible confounding of teachers’ expectations and students’ real potential for growth in achievement can be dealt with through randomization.  In survey research, this confounding is not adequately dealt with, although it is worth noting that the correlation between teachers’ expectations of future performance by students and students’ actual past performance is far from perfect. In NELS  88 data, for example, the correlation between a teacher’s expectations that a given student will go to college and that student’s achievement in 8th grade is around .50.  As a result, with appropriate caution, we turn now to a discussion of the effects of teacher expectations on adjusted gains in student achievement found in the NELS  88 and Prospects data sets.

In NELS  88, the best indicator of a teacher’s expectations for a student’s future academic performance is that teacher’s response to the question of whether he or she thinks a student will attend college. In a well-specified regression model in which 10th grade students’ achievement in mathematics was the dependent variable, we found that students whose teachers expected them to go to college outperformed students whose teachers did not expect them to go to college, even after controlling for a given student’s achievement in mathematics and other subjects, track placement, and personal expectations of going to college.  However, the effect size was small—about .06 of a standard deviation (Rowan et al., 1997).  In the Prospects data, teachers were asked to rate a given student’s overall ability to perform in school and overall achievement in school.  We combined these two measures into a single teacher rating of student ability.  After controlling for students’ prior achievement in reading and math, gender, free lunch and minority status, and various measures of student motivation and engagement, we found a statistically significant, small, positive effect of teachers’ ratings of ability on a student’s achievement (partial correlation = .12 for reading and .08 for math).  As in the NELS  88 data, there was a correlation between teachers’ ratings of a particular student’s ability and that student’s earlier scores on the CTBS reading and math tests (that correlation was usually around .60).

Summary

The brief review of presage variables presented here was motivated by a view of teaching as a complex task enacted in a dynamic environment.  From this perspective, a vision of effective teaching that seems highly relevant to research on teaching would see teachers’ as using pedagogical content knowledge and motivational beliefs to craft particular courses of action with specific students in classrooms.  We can hypothesize that pedagogical content knowledge allows teachers to identify the diverse learning needs of students in a class and helps a teacher choose from an expansive repertoire of teaching strategies an approach most likely to work in a particular situation.  Motivational beliefs would further increase the likelihood that a teacher would enact such a course of action, convincing the teacher the s(he) could mount a given course of action and that it would lead to valued student learning.

The findings from the research that I reviewed suggested that teachers’ motivation and pedagogical content knowledge do have effects on student achievement, but in the data sets that I discussed, these effects were quite small when measured by the typical measure of “effect size.”  In one sense, that is to be expected, as many of the effects found in large-scale quantitative research on schooling are small, in part because the measurement of constructs in this line of work is always imperfect.  On the other hand, a simple example from the NELS  88 data set suggests how potentially important the presage variables I just discussed are to student achievement.  In the NELS  88 data on  10th grade students’ mathematics achievement that I discussed at several points, the combined boost to a student’s achievement of having a teacher with a degree in mathematics, who scored above average in the measure of pedagogical content knowledge, and who believed the student would go to college was equal to the boost in achievement a student would receive from taking an additional math course in high school or being placed in the academic track.  Thus, while the effects of the presage variables I discussed appeared small by the standard metric of effect size, they are not insignificant and are comparable in magnitude to effects produced by other important schooling factors.

Teaching Process Variables

Although presage variables of the sort discussed above, if well-measured, appear to hold much promise for explaining teacher-to-teacher differences in effectiveness across different contexts, quantitative research on teaching for many years has focused much more attention on estimating process-product relationships than presage-product relationships.  As discussed above, there is every reason to believe that a given teachers’ actions are to some extent affected by the context in which teaching takes place and by teachers' knowledge and motivation.  But a feeling remains that it is what teachers actually do with students as they interact over curriculum content in classrooms that exercises direct effects on student learning (net of what the students themselves bring to the situation).

Time on Task/Active Teaching

One aspect of instructional process that has received a great deal of attention in research on teaching is “time on task.”  A sensible view of this construct, based on much process-product research, would refer not so much to the amounts of time allocated to learning a particular subject, which has virtually no effect on achievement, nor even to the amount of time in which students are actively engaged in instruction, for high inference measures of student engagement during class time also have only very weak effects on achievement (Karweit, 1985).  Rather than the amount of time students spend in instruction, process-product research suggests that the relevant causal agent producing student learning is how teachers use this time. 
 

The review of research presented by Brophy and Good (1986) suggests that effective use of time involves “active” teaching.  Active teaching occurs when teachers spend more of their time in almost any format that directly instructs students, including lecturing, demonstrating, leading recitations and discussions, and/or frequently interacting with students during seatwork assignments.  This kind of teaching contrasts with a teaching style in which students frequently work independently on academic tasks and/or are engaged in non-academic work. Active teaching also involves good classroom management skills, for example, the presence of clear rules for behavior with consistent enforcement, close and accurate monitoring of student behavior, and the quick handling of disruptions and/or transitions across activities. 

There are several interesting points about these findings.  The most important is that the concept of active teaching is “generic” in the sense that research shows it positively affects student achievement across a range of grade levels and subjects.  At the same time, the concept does not imply that a particular type of instructional format (e.g., lecture and demonstration, recitation or other forms of guided discussion, or seatwork) is generally more effective than another across academic subjects and/or grade levels, nor does it imply that any one behavioral setting for instruction (e.g., whole-class, small group, or individualized instruction) is necessarily effective across academic subjects and/or grade levels.  In fact, the findings presented in Brophy and Good (1986) suggest that the effects on student achievement of time spent in different formats and behavior settings varies across grade levels and subjects.  Instead, the concept of active teach​ing captures the fact that the teacher is an active agent of instruction and a good classroom manager within the instructional formats and behavior settings in use in the classroom.  Thus, in classrooms showing relatively high adjusted gains in achieve​ment, we can expect to find variability in the frequency and effectiveness of various aspects of instructional process, but in virtually all settings, high adjusted gains occur when the teacher is carrying the material to students as opposed to allowing students to learn without scaffolding, supervision, and feedback from the teacher.

Content Covered
In addition to the findings on active teaching, process-product research also consistently finds a relationship between the curricular content covered in a classroom and student achievement.  However, definitions and measures of curricular content vary from study to study, with some studies measuring not only the content that is covered in a classroom, but also the “cognitive demand” of the tasks or assignments students engage in when working on such content. 

Any serious attempt to measure content coverage begins with a basic categorization of the curriculum topics in a particular subject area (e.g., math, reading, writing, etc.).  Such categorization schemes have been derived from many different sources, including curriculum frameworks or standards documents, textbooks, and items included in the achievement test(s) being used as the dependent variable(s) in a process-product study.  In most research on content coverage, teachers are asked to rate the amount of emphasis they place on each topic in the content list developed by researchers.  Across all such studies, the procedures used to measure content coverage vary in two important respects.  Some instruments list content categories in fine-grained detail while others are more course-grained.  In addition, in some studies, teachers fill out instruments on a daily basis, while in most studies, they fill out an instrument once annually, near the end of the year.

Obviously, measures of content coverage can serve either as dependent or independent variables in research on teaching, for it is as interesting to know why content coverage differs across teachers as it is to know about the effects of content coverage on student achievement.  When the goal of research is to predict student achievement, however, a common approach has been to measure the amount of overlap in content covered in a classroom with the content assessed in the achievement test serving as the dependent measure in an outcomes study.  A great deal of research, ranging from an early study by Cooley and Leinhardt (1980) to more recent results from the TIMSS assessments (Stedman, 1997) have used this approach, and these studies uniformly show that students are more likely to answer items correctly on an achievement test when they have received instruction on the topics assessed by that item.  In fact, the degree of overlap between content covered in a classroom and content tested is a consistent predictor of student achievement scores.  

In addition to measuring topics covered, curriculum analysis suggests that it can be useful to examine the cognitive objectives that teachers are seeking to achieve when teaching a given topic.  In research on teaching, this tradition appears most frequently in the work of Andrew Porter and colleagues, where the objectives of topic coverage are assessed under the heading of “cognitive demand.”  In Porter’s work, curriculum coverage is assessed on two dimensions—what topics are covered and for each topic, the level of cognitive demand at which that topic is covered, where cognitive demand involves rating the complexity of work that students are required to undertake in studying a topic.  Recently, Porter and colleagues have found that the addition of a cognitive demand dimension to the topic coverage dimension increases the power of content measures to predict gains in student achievement (Porter, 1998).

As one example of the predictive power of measures of content coverage in a process-product analysis, consider the results of an analysis my colleagues and I conducted using Prospects data.
  In the Prospects study, teachers filled out a questionnaire near the end of the year asking them to rate the amount of emphasis they gave to several broad areas of the mathematics curriculum using a three point scale (no emphasis, moderate emphasis, great deal of emphasis).  Among the areas of content listed on the questionnaire were:  whole numbers/whole number operations; common or decimal fractions/decimals; ratio and proportion; measurement and/or tables and graphs; geometry; algebra and fractions; and probability and statistics.  Compared to many other studies, the Prospects list of mathematics topics is course grained, but the once-yearly reporting on content coverage is typical.  

Using data on fourth grade students, my colleagues and I analyzed the relationship between teachers’ reports of content covered and adjusted gains in student achievement using OLS regression analysis.  After controlling for students’ prior achievement in mathematics and reading, free lunch and minority status, and levels of student motivation, we found that a one standard deviation increase in content coverage was associated with a .06 standard deviation increase in student achievement.  In the analysis, content coverage was measured as the sum of the emphases teachers placed on all content areas in the topic list.  When the content list is broken down, however, we found that a one standard deviation increase in emphasis on the following topics led to the following standardized increases in student achievement: fractions and decimals (.04), geometry (.04), and formulas and equations (.03).
 

Generic Versus Content-Specific Teaching Strategies

To this point, I have not said much about the strategies or methods that teachers use to teach particular content to students, but the time for a review of this topic is now at hand.  The literature on this problem is, of course, voluminous and, as a result, I make no claim to being comprehensive in my review of the findings.  Rather, what I want to discuss are two broad research strategies that have appeared in research on teaching to address this empirical question.  In the paragraphs below, I call these two approaches the generic approach and the content-specific approach.

Generic measures of instructional process. The generic approach to research on teaching seeks to develop measures of teaching process that are similar no matter what the academic subject being taught.  This was the approach taken by many programs of process-product research through the early 1980’s, and it was the approach that framed Brophy and Good’s (1986) classic review of this research.  Numerous, general dimensions of teaching were measured in this work, including:  (a) purpose of activities (e.g., academic instruction, transition, behavior management, etc.);  (b) instructional formats (e.g., lecture/demonstration, recitation and/or other forms of guided discussion, supervised and unsupervised seatwork, etc.); (c) behavior settings (e.g., large group, small group, individual); (d) mode of instructional presentation, for example, the clarity and structuring of topic development (e.g., vagueness, discontinuity, or use of mazes in presenting material, use of advance organizers, time spent reviewing previous content, time spent outlining content, time spent giving directions, etc.), and the amount and form of teacher questioning (e.g., focus on academic content, cognitive demand of questioning, wait-time for student responses, correction of student responses versus use of student ideas, amount and form of praise, etc.); (e) patterns of interaction (e.g., teacher-student interaction versus student-student interaction); (f) patterns of student participation (e.g., ordered turns, bidding for turns); and (g) other dimensions of classroom work.

Many interpretive reviews of this work exist, but I will follow up on only two, general lines of commentary, both of which suggest a need to attend to context in process-product research.  One line of interpretation stresses the varying effects that generic measures of teaching have on adjusted gains in student achievement for different types of students, learning different curricular content at different levels of cognitive demand, at different grade levels.  As discussed earlier, Brophy and Good (1986) report many interaction effects suggesting that generic dimensions of instruction can have different effects across varying contexts.  But one of the most interesting arguments in this regard refers to the effects of “direct” versus “open” or “indirect” instruction on students’ achievement on tests of basic versus higher order cognitive tasks.  

In an era where education policy makers and professionals are seeking to increase the standards used to judge adequate instruction, the effects of varying teaching strategies on the attainment of different cognitive objectives is an important question, and one that has increasingly captured attention in research on teaching.  A common criticism of process-product research has been that its most prominent generalizations about teaching tended to describe a form of “direct” instruction that is effective mainly for teaching basic skills.  For example, Darling-Hammond and Snyder (1992) argue that:

Direct instruction is characterized by frequency of single-answer questions and drill, large-group instruction, and opportunities for controlled practice…Teaching behaviors that are discouraged are the use of higher order, divergent, or open-ended questions, student-initiated discourse or choice of activities, and conversations about personal experiences or subject matter that is tangential to the immediate objectives of the lesson at hand.


An implication of the Darling-Hammond and Snyder critique is that “direct” instruction has limited effectiveness, being most effective in meeting basic skills objectives and having little or no effect on higher order thinking. Brophy and Good (1986: 344) make a similar observation in their review of process-product research, noting that the linkages between elements of direct instruction described above and student achievement “appear most clearly in studies where the [instructional] objectives involve knowledge and skills that can be taught specifically and tested by requiring students to reproduce them.”


  An important question, then, is whether other instructional strategies are required when “higher order” learning objectives are the goal of instruction, especially the use of more open-ended questioning strategies, instructional formats that involve student-student as well as teacher-student exchange, and so on.  This kind of “indirect” (or what is sometimes also loosely labeled as “constructivist” or “standards-based”) teaching might or might not have important effects on the attainment of higher order learning objectives, for the ability of any teacher to produce such learning among students depends in part on the kinds of abilities or aptitudes required by students to perform well in a given outcomes domain and the extent to which these student abilities and aptitudes can be enhanced by instruction of any sort.


To illustrate this point, consider the psychometric work that Richard Snow and his colleagues did with the NELS 88 achievement tests (Hamilton et al., 1995; Kuppermintz et al, 1995).  In a careful psychometric study of the mathematics and science achievement tests used in NELS, Snow and colleagues developed two sub-tests one that assessed students’ achievement on items that required chrystallized reasoning, the other requiring fluid reasoning.  The data presented by these researchers suggest that tests requiring fluid reasoning—which included items that most researchers would classify as tests of higher order thinking objectives—were much more influenced by student background variables and less by instructional process variables than test of chrystallized objectives.  Thus, the effects of instruction (and many other kinds of variables) are conditioned by the kind of thinking required in taking a test, with some cognitive objectives apparently being less “teachable” than others.


Some results from my own program of secondary analysis illustrate the points made about the varying effects of generic instructional strategies on student tests scores measuring different cognitive objectives.  Using Prospects data on fourth graders, my colleagues and I investigated the effects of four generic measures of teaching process on two different sub-tests derived from the overall CTBS mathematics achievement test.  The two sub-tests were mathematics computation, a test that requires the application of routine algorithms to computation problems, and mathematics concepts and applications, a test that requires students to use conceptual understanding and problem-solving to answer questions.  In addition to the usual variables that we include in our process-product analyses (prior achievement in reading ands mathematics, students’ free lunch and minority status, student motivation, and in this analysis, measures of the content emphases of teachers), we investigated the effects of four instructional process measures:  (a) a four-item measure of the teacher’s emphasis on higher order-thinking (=.76) that measured a teacher’s emphasis on word problems, problem-solving, reasoning, and communication in mathematics; and (b) three measures of the percentage of time a teacher reported spending in different instructional activities—presentation or explanation of information, leading discussion groups, and giving feedback to students on performance.  


The results of the analysis show that the four measures of teaching had varying effects depending on which sub-test was the dependent measure in the analysis.  When math computation was the dependent variable, a teacher’s emphasis on higher order thinking had a negative effect on student achievement (standardized  = -.05), time spent presenting/explaining material had a positive effect (standardized ( = .045), time spent giving feedback to students on performance had a positive effect (standardized ( = .06), and time spent leading discussion groups had no statistically significant effect on test performance.  By contrast, when math concepts and applications was the dependent measure, the amount of time teachers’ spent leading discussion groups had a statistically significant and positive effect on test performance (standardized ( = .064), whereas the teacher’s emphasis on higher order thinking, and the time they time spent presenting/explaining material and giving feedback on performance had no statistically significant effects on the sub-test.  


Subject-specific measures of instructional processes.  There is a second line of criticism that has been leveled against generic measures of instructional processes, one that, in my view, seriously undermines the presumed validity of such measures.  Many observers of research on teaching have remarked on the very small effects that generic measures of instructional process have on student outcomes, while others have been struck by the instability (or, more technically, the lack of generalizability) of such measures across observational time points, student groups, grades, and subject areas (see for example, the review by Shavelson, 1986).  The lack of generalizability of such measures, and their weak effects on achievement have called into question the construct validity of generic measures of teaching, where construct validity is defined as the presence of empirical evidence that confirms the theory underlying the measures.  Since the theory underlying generic measures of teaching holds that they provide a good, general description of teachers’ instructional practice and that general dimensions of teaching should have effects on instructional outcomes, the fact that empirical evidence only weakly supports both these assertions provides at least some grounds for taking arguments about the lack of construct validity seriously.


Those who believe that generic measures of teaching lack construct validity have argued that it is makes sense to develop a new conceptual framework for thinking about instructional practice.  One such framework involves developing a subject-specific conception of instruction, where the very concepts and measures used to describe classroom processes are unique to the subject matter being taught. In  the view of many researchers, this kind of conceptual framework provides a much more satisfactory rendering of instructional processes.  It is especially consistent with a conception of teaching as the application of specific pedagogical content knowledge—that is, knowledge of particular content and how to represent that content to students.  It is also consistent with recent research on student learning, which suggests that the cognitive processes and mental schemata involved in learning particular subjects are domain-specific.  As a result, what has been occurring in research on teaching over the last decade and half is a move toward the description of instructional strategies and techniques at very fine-grained level of detail.


As researchers have embraced this paradigm, the subject matter context of teaching practice has come to the fore.  The effort in this research has been to find approaches to teaching that improve student performance in specific subjects (e.g., reading, writing, mathematics) or in particular sub-domains of these larger content areas (in reading, for example, the teaching of word analysis or comprehension).  Of course, a tendency to attend to strategies for teaching specific content to students has always been present in discussions of pedagogy and in research on teaching.  However, a move in this direction has also begun to appear in large-scale research on schooling as well.  The international assessments (SIMSS and TIMSS), for example, included subject-specific measures of teaching, and large-scale, longitudinal studies in the U.S. (such as NELS, Prospects, and ECLS) have begun to include subject-specific measures of teaching as well.  


In this paper, I want first to briefly discuss the recent experience my colleagues and I have had developing such measures and then report on some analyses we’ve conducted of existing measures.  I begin by reporting on the measures we are developing currently in the area of reading, but please note that we are also developing items for use in mathematics.  In both domains, we have been developing and field testing items intended to assess how reading/language arts and mathematics are taught across grades K-5.  I discuss our methodology for collecting data on instructional practices in the concluding section of this paper.  For now, I comment only on the analytic scheme we have been using to develop our measures.


Our measurement approach begins by enumerating the curricular domains in K-5 reading/language arts at two different levels.  The most course-grained level asks teachers to report on the extent to which they taught the following broad topics on a given day:  word analysis; comprehension; writing; concepts of print; vocabulary; research strategies; grammar; and spelling.  At the next level of detail, we break these large areas of the curriculum into more fine-grained topics.  For example, if a teacher reports that s(he) worked on word analysis, we ask whether s(he) asked students to work on any of the following areas:  letter-sound relationships, sound segments, sound blending, sound writing/spelling, word families/phonograms, word recognition/sight words, structural analysis, use of context/picture/syntactical cues to read words, and use of phonics based cues to read words.  


The next level of detail in our conceptual scheme attempts to assess three further dimensions of instruction, dimensions that characterize the interactive phase of instruction.  These dimensions are: the actions that teachers and students perform in working on a topic, the materials they use, and the patterns of interaction that occur within the classroom. Again, these dimension are indexed to particular curriculum topics, in this case the course-grained categories in our curricular framework (e.g., word analysis, comprehension). 

As an example of how we are assessing these three dimensions of the interactive phase of instruction, consider our approach to measurement in the domain of word analysis.   To measure the specific actions that teachers and students take to work on this topic, we developed an inventory of about 18 different, concrete procedures that teachers might use with students to work on word analysis, procedures that vary in terms of the sensory mode in which students and teachers work (auditory, visual, or some combination), the cues that students use to decode words (e.g., phonetic versus context), and the literary context in which their work proceeds (working mostly with words and sounds, working within a sentence or story context).  Our list includes the following concrete actions (described from the perspective of what a student does during instruction):

· Listens for a sound and then…

· Circles and/or points to a letter

· Says the name of the letter that represents the sound

· Writes the letter that represents the sound

· Gives the sound for a written letter

· Listens for sounds in words

· Looks for words in text that have a particular sound or sound pattern

· Produces words that contain a given sound

· Recognizes or using structural relationships—word families, common syllables

· Blends sounds from an oral prompt

· Blends sounds using written text

· Segments words into sounds orally

· Writes the sounds heard in words

· Memorizes, identifies, or reads sight words

· Completes sentences with correct words (cloze)

· Uses picture cues to read

· Uses context cues to read

· Uses phonics cues to read

· Choral or echo reading

· Rereads for fluency or accuracy

The other dimensions of instruction that we assess are the materials in use and the patterns of interaction among class members (including the teacher).  For example, in the domain of word analysis, we want to measure whether students use materials with pictures or other objects to identify sounds, letters, or words; whether students are reading isolated words, letters or sounds, sentences, or connected text, and if connected text, whether the text has controlled sight vocabulary, patterned or predictable language, a predominant phonetic pattern, or is literature-based or thematic.  In patterns of interaction, we assess whether teachers explain, model or demonstrate a particular strategy for word analysis, whether they combine this with brief questions, and whether during a lesson they correct students’ questions, prompt for strategy use, take running records and/or conduct a miscue analysis, read with or to students, listen to students read, give a test, or allow students to work independently without assistance.

Clearly,  the schemes we are developing describe instructional processes in great detail.  But in our pilot testing, teachers have reported that it is easy to report on instruction using our category scheme, that the scheme adequately represents what and how they teach in their classes, and that it takes roughly five minutes to complete our detailed instrument.  We have not as yet gathered data from large number of teachers using these instruments, but in the small samples included in our pre-tests, we have begun to find predictable differences among teachers on the dimensions being measured, differences accounted for by the school in which teachers work, the grades at which they teach, and unexplained teacher-to-teacher differences that might arise from different knowledge or preferences. We have not, as yet, attempted to assess the predictive validity of our measures.

While the jury is still out on the predictive validity of our approach to measurement, I will now discuss some results from a secondary analyses of Prospects data in which subject-specific measures of pedagogy were used to predict fourth grade students’ gains in achievement on the CTBS reading comprehension sub-test.  In the domain of reading comprehension, the Prospects teacher questionnaire included several rough indicators of subject-specific pedagogy of the sort I have been discussing, and in our analyses of student achievement in reading comprehension, we compared the predictive validity of these measures with that of more general measures of instructional process.  The generic measures are those that I discussed in the mathematics analysis described above—time spent by a teacher presenting/explaining material, giving feedback to students on performance, and leading discussion groups—this time answered in reference to the teacher’s reading/language arts instruction.  

Using Prospects data, my colleagues and I developed two subject-specific measures of reading comprehension instruction.  One was a measure of whether or not teachers used a phonetics-based reading series; the second was a four-item scale measuring the extent to which teachers emphasized a meaning-based approach to teaching comprehension.  The items included in this scale combined the reported emphasis teachers’ placed on:  having students differentiate fact from opinion; learning to draw inferences; learning to read charts and graphs; and learning to evaluate reading material.  The scale, derived from a factor analysis of a larger set of items, had an internal consistency of .72.

In the analysis, we controlled for students’ prior achievement in reading and math, free lunch and minority status, motivation, and a measure of the amount of reading done by a student at home.  The results showed that the generic measures of teaching had no effect on students’ reading comprehension scores, whereas the subject specific measures had small, positive, and marginally significant effects.  Once the model was trimmed, the results showed that use of a phonetics-based text had a .025 standard deviation effect on comprehension sub-test scores, and that a one-standard deviation increase in “reading for meaning” scale was associated with a .022 standard deviation increase in comprehension scores.

Developing Measures of Instructional Process

The results thus far suggest that certain conclusions can be drawn about the size and sources of teachers effects on student achievement based on large-scale, survey research on schooling.  First, this body of research suggests that when standardized achieve​ment tests are the outcome measure in research on teaching, one will not find large effects of teachers or teaching on student achievement.  Instead, our overall estimate of the effects that teachers and their teaching can have on student learning when assessed by standardized achievement is about 10-15% of the total variance or, using an effect size estimate, about .30 standard deviations in achievement.  Given this overall estimate, the effects of any single presage or process variable in research on teaching should not be expected to show large effects on students’ standardized achievement.  The reasons for such modest effects are clear:  standardized achievement tests are constructed to emphasize individual differences among students, they often contain items requiring students to use aptitudes or abilities that are not directly improved by instruction, and the curricular content assessed by many of the items on such tests do not overlap precisely with what was taught in a given teacher’s class.
  

In light of these problems, it is remarkable that any relationships among teaching and student achievement are found in large-scale research on schooling.  But, in fact, the research discussed here does identify a number of variables that appear to affect student learning in predictable ways, and these variables usually measure dimensions of teaching that theory predicts should have effects on learning.  Among the variables discussed here were measures of:  (a) teachers’ pedagogical content knowledge, (b) teachers’ motivational beliefs, (c) teachers’ content coverage, and (d) teachers’ use of various instructional strategies in the classroom.   

While large-scale, quantitative research on teaching does inform us about variables that can make a difference to student learning, it is also clear from the review presented here that this body of literature has lagged behind in telling us how to measure these variables.  In fact, anyone who has ever reviewed process-product or large-scale survey research on teaching has probably come away from the experience sensing that measurement techniques in the field are crude and in need of much improvement.  As a result, I conclude my brief review of large-scale research on teaching with a discussion of some of the ways in which the measurement of teaching could be improved.

Validity

Those hoping to improve the measurement of teaching would benefit greatly by reading about educational measurement more generally, particularly the evolving body of literature on what measurement theorists call “validity” (for an incisive review of shifting conceptions of this term, see Moss, 1992). Moss (1992) argues that approaches to assessing measurement validity have evolved considerably since the tripartite distinction of construct, content, and criterion validity were enshrined by the measurement community.  As Moss (1992) notes, these dimensions of validity are still considered paramount, but in current discussions, a host of other issues are now seen as relevant in judging the validity of measures of a complex performance like teaching.

It is widely agreed that a good place to begin discussions of measurement is with the theory underlying the measure.  In an ideal world, a measure is designed to represent a construct, and constructs are located within a larger body of theoretical reasoning.  In conventional definitions of validity, theoretical reasoning defines the constructss to be measured in clear terms, links them to(and distinguishes them from) other constructs, and suggest the kinds of empirical relationships that one should expect to find among measures of constructs located within a given theoretical network.  But the field of research on teaching is not the ideal world, having one primary characteristic that makes f measurement validation difficult.  At present, the field appears to be characterized by a shifting and dynamic set of theories of teaching.  As a result, what exactly one is supposed to measure in research on teaching is not entirely clear.  The issue is most pressing areas where conceptual models are still emerging, for example, with respect to constructs like pedagogical content knowledge or in calls for more subject-specific measures of teaching strategy.  In the former case, the construct is gradually being refined, and measurement work is proceeding apace.  But in the latter case, theoretical reasoning about subject-specific teaching remains unclear.  Thus, the theoretical definitions that can be used to develop measures of teaching in highly specific curricular domains (e.g., word analysis or reading comprehension) are unclear, and researchers are often left with gross, ideological distinctions as their theoretical base (for example, distinctions between “skills-based” versus “whole-language” teaching).  Clearly, the field we won’t arrive at better measures of teaching until it arrives at better theories.

With better theories, one would also be in a better position to judge the content validity of measures of teaching.  A good example of a measure with suspect content validity is the measure of “meaning-oriented” teaching that I discussed earlier in this paper.  Recall that the measure I used contained items assessing a teacher’s emphasis on having students differentiate fact from opinion, learn to draw inferences, learn to read charts and graphs, and learn to evaluate reading material.  One might reasonably ask two questions about this measure: what kinds of items are included in this measure that seem misplaced? And, what kinds of items are not in the measure that need to be?  On the latter question, there is a notable absence of items assessing teachers’ focus on finding a main idea, ordering and sequencing facts, and so on.  In short, I am arguing that in constructing measures of teaching, there is a need to think clearly about what is and is not included in the definition of some construct and to assess whether the items or facets used in measurement adequately represent all of the elements in the definition.   

Other Issues in Measurement


While good theory is essential to the development of good measures, attention to other problems in measurement development work is also essential.  I discuss several of these issues below. 


Alternative forms of data collection.  One issue facing those who would develop measures of teaching is to make a reasoned choice about which of the many alternative forms of measurement will be used in a study.  Here, it is useful to compare observational procedures with the use of self-report questionnaires.  Interestingly, both approaches to measurement share some common problems, and as a result, it is not always clear that observational procedures are more valid or reliable than good self-report instruments.


Reliability.  One critical problem with any measure of teaching is its reliability.  Suppose, for example, that we wish to estimate the percentage of time a teacher spends teaching reading to her class.  How many times do we need to observe a teacher to get a reliable estimate of this parameter?  And how can we get a respondent to make an accurate self report of the parameter?  In observational work, we can estimate the number of observations needed to get a reliable estimate of some parameter by collecting (nj) repeated measures and then calculating the percentages of variance in instructional time lying within classrooms ((2) and between classrooms ((2).  The reliability of the estimate for time spent in reading in this sample would then be: ((2/(2 + [(2/ nj]).  If we know the level of reliability we desire (say .90), and we know the relevant variance components, we can solve the equation to find the number of observations we need.  As an example, my colleagues and I recently used this procedure to estimate the number of observations needed to estimate time spent in reading using data from an observational study in elementary schools in Chicago.  Our estimate was that 14 classroom observations would be needed to get an estimate with a reliability of .90.


Given the costs of doing 14 classroom observations in a large sample of classrooms, it is no wonder that many researchers resort to self-report measures of teaching when doing large-scale studies.  But with self-report data, the question becomes whether teachers can accurately estimate how much time they spend (on average) in reading instruction.  A variety of strategies have been developed by survey researchers to make respondents’ estimates of quantities like this more accurate, and most of these techniques do so by anchoring responses in some recent time period (for example, by asking, how much time did you spend yesterday teaching reading in your classroom?).   However, for the purposes of estimating some parameter describing teaching (like the average time spent on reading in a classroom), the question is whether one-time estimates are what we want.  I would argue that they are not, and that what we should want is an estimate that has been averaged over all days of instruction.  In this sense, the typical survey research strategy of anchoring a response in a specific time referent fails to provide the appropriate parameter estimate. 


A procedure that lies somewhere between a reliance on frequent, in-person classroom observation and the one-time administration of questionnaires is the use of logs for gathering self-report data on classroom events.  In a great deal of social science research, the use of logs is common, and it is growing in use in research on teaching.  In essence, for the problem at hand, a log would be a self-report questionnaire that a teacher could fill out on many occasions at the end of a school day to report on the amount of time spent teaching reading.  Using this instrument, one could anchor survey responses in a clear reference period (today), minimize problems of memory fade, and get frequent data on a phenomenon at less expense than in-person observation.


Accuracy of observation.  Many researchers avoid self-report data in research on teaching, however, for fear that it is inaccurate.  In fact, in many circles, in-person observation is considered to be the “gold standard” for accuracy in data collection.  In fact, however, observation by researchers and self-reports from teachers face many of the same problems of accuracy, as can be seen when one considers the teacher to be the data collector when self-report instruments are in use.  Procedures for training researcher/observers to some criterion of inter-rater reliability are well-known.  What is less understood is how to train the “subjects” of research to be accurate reporters of their own behavior.  I turn to this problem now.


A common recommendation in the development of survey items is to conduct “cognitive interviews” with respondents as they answer survey questions.  Such interviews not only uncover the strategies respondents use to organize and recall information relevant to their answer, they also can uncover the meaning that respondents attach to the wording in survey questions.  Given the value-laden and ambiguous nature of many terms used to describe teaching, the meaning that respondents give to terms is of paramount importance in obtaining accurate responses to survey items.  This applies not only to questionnaires, but also to logs.  Thus, in our own program of research, where teachers are filling out logs that describe their instructional practices in some detail, we treat our respondents as data collectors and provide them with extensive training before they use our logs.  In recent pilot studies, for example, we have developed elaborate glossaries that define the terms used in the log and we seek to standardize teachers’ reporting practices.  We also hold in-person training sessions that last several hours.  All of this—the use of words that are commonly understood by the researchers and teachers, careful attention to standardization of reporting practices, extensive debriefing of teachers who use our instruments in order to understand the cognitive processes they use in reporting data—are designed to improve the accuracy of the self-report data used in our study.


Directness of data.  A third set of issues that confronts the measurement of teaching arises when researchers use indirect data to assess teaching processes.  Such indirect data might include, for example, the use of scenarios within questionnaires in order to infer the kinds of instructional strategies a given teacher is likely to use under different circumstances, or it might involve the use of portfolios or other classroom artifacts to measure teaching practice.
 One reason for concerns about indirect measures is that they often present formidable problems of scoring (rubrics must be developed for scoring portfolios, assessors must be trained to use these rubrics, and so on).  Moreover, care must taken to assure that the scenarios selected for use in measurement and/or the artifacts used in ratings are representative of a given teachers’ practice and have adequate generalizability.  For example, with respect to representativeness, one does not want to rate the general tendencies of teachers on the basis of a set of peculiar artifacts.  And with respect to generalizability, one wants to be certain that the scores one assigns to teachers on some dimension of teaching do not vary greatly across the various artifacts or scenarios used in the rating scheme.


Representativeness and generalizability of observations.  It is worth noting that the problems just mentioned also are present when more direct data collection procedures are used.  Thus, observational data, or data from log reports, can be judged against criteria of representativeness and generalizability, just as more indirect measures are.  For example, when logs or observations are used to record events in classrooms, issues of time sampling are important, not only to insure adequate reliability of measurement, but also to assure that a representative sample of activities has been recorded.  Similarly, the generalizability of observational and log data can be assessed by considering the extent to which the behaviors being recorded vary across time points, students within a class, and so on.  

With respect to generalizability, an especially important issue is the level of aggregation at which one observes teaching actions.  Some researchers center observations of teaching on teachers, seeking a profile of a teacher’s overall pattern of activity.  Others center observations around the instruction received by specific students.  My own preference is to center observations around students, since it allows researchers to better understand whether or not teachers use different instructional strategies with different pupils.  It should be noted that one-shot questionnaires also need to attend to this problem.  Questionnaire often ask questions that require teachers to generalize about their teaching practices across pupils, but they also can ask teachers to formulate their responses with respect to specific pupils.  The latter procedure would increase the cost and burden to respondents of one-shot questionnaires, but it would also protect against a possible lack of generalizability in teachers’ responses about their teaching practice. 

Consequential validity.  A final aspect of measurement that I want to address is what Moss (1992) calls consequential validity.  Subsumed under this term are a large number of issues related to how appropriate particular kinds of measures are for different uses.  In particular, measures of teaching that are developed purely for research purposes can be held to one standard—they will have adequate construct, content, and predictive validity within the fairly traditional senses that these are used in the research community.  But to the extent that such measures take on a larger purpose, for example to assess the quality of particular teachers’ work, or guide the improvement of practice, we must expand our notions of what constitutes a validation of a measure to include other criteria.  The criteria Moss (1992) mentions in this regard are many, but include:  potential fairness, bias and/or adverse impact in use; ability to be used in self-assessment or repeated assessment in ways that allow for improvement of performance and that provide useful feedback on performance; attention in measurement development and use to the educational values (as well as the scientific theory) underlying a measure.  To the extent that the kinds of measures of teachers and teaching discussed in this paper assume a role in other than purely scientific discourse—that is, become used in assessments of teachers or to guide programs of staff development and training—the issues of consequential validity discussed by Moss (1992) take on real importance in the measurement development process.

Conclusion

I have argued in this paper that large-scale research on teaching points to a number of aspects of teachers and their teaching that appear to promote student learning.  These include teachers’ pedagogical content knowledge, motivational beliefs, content coverage, and approaches to teaching specific subject matter to students.  I also have argued that measures of these phenomena require improvement.  In order to develop better measures, I argued that we need better theories of teaching, a careful consideration of the costs and benefits of alternative data collection strategies, and careful attention to how these different data collection strategies affect the accuracy, reliability, generalizability, representativeness, and overall construct and content validity of our measures of teaching.

I also cautioned readers about the size of effects one could expect to observe in research on teaching, especially when standardized achievement tests were the dependent variables used to measure student learning.  In that discussion, I observed that teaching variables cannot be expected to have large effects on measures of student achievement that are designed to reflect individual differences among students, that assess abilities and aptitudes that cannot be directly taught, or that are only loosely aligned to the content teachers teach in their classrooms.  I noted that some research has found much larger effects when achievement measures were better aligned to classroom instruction, and I thus implied that a major problem in research on teaching is not only to develop better measures of the context, presage, and process variables of interest to researchers, but also to attend to pervasive problems in measuring the outcome variable in much research on teaching—student scores on standardized achievement tests.

The comments set a useful methodological agenda for research on teaching, one that attends to the development of better measures across a wide range of variables, and that attends also to the development of much better theory in the field.  Finally, I observed that the measurement procedures developed in research on teaching need to attend to issues of consequential validity if they are to be used in high stakes assessment of teachers or in programs designed to foster teacher learning and professional improvement.
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� At least one study suggests that the percentage of variance lying among classrooms can be much higher when tests are more closely aligned to the curriculum in use are the criterion variable in the analysis (Hill et al., 1995 cited in Scheerens and Bosker, 1997).


� The effect size just cited (.35) is an estimate of the effect of classroom placement on student achievement after adjusting the total variation in student achievement for student composition. If we want an estimate of how this effect of classroom placement (adjusted for student composition) compares to effects on achievement due to student composition and all other sources of variation, we will arrive at a much smaller effect size, in this case, about .23.  Please note that in subsequent sections of this paper I am reporting effect sizes of the latter type.  The effect sizes will reflect the effect of some teaching variable on total variation in student achievement.   


� The stability coefficients for teachers discussed here are remarkably similar to those found in some research I did on California schools some years back (Rowan, Bossert, and Dwyer, 1983).  Arguing by analogy from that data, I would suggest that only about 10% of teachers produce adjusted achievement gains that are in the upper quartile of achievement gains produced by all teachers across three consecutive years.  


� These studies suffer from one important shortcoming, the strong possibility that selection effects are operating.  In secondary schools, teachers with advanced degrees often teach the most advanced courses so that even after controlling for obvious differences among students enrolled in more- and less-advanced classes (e.g., their prior achievement, prior coursework, motivation, and home background), uncontrolled selection variables, rather than teachers' subject-matter training, could explain the results.


� This is the work of a team of researchers, including Sally Atkins-Burnett, Deborah Ball, Eric Camburn, P. David Pearson, and Geoff Phelps.


� In our analyses of Prospects data, a one-standard deviation change in the number of minutes of instruction in math is associated with a .03 standard deviation increase in math achievement after controlling for students’ prior achievement in reading and math, free lunch and minority status, and motivation.  The effect in reading is not statistically significant.  In our NELS analyses, we failed to find any effects of instructional time allocated or used on student achievement.


� I emphasize our analyses of Prospects data in this section because in NELS 88, the other data set being analyzed in my program of secondary data analyses, variations in the content covered by students can only be assessed at the course level.  Even at this very broad level of analysis, however, the effects of content coverage are evident in the data.  For example, an additional course in mathematics during 9th and/or 10th grade results in a .13 standard deviation gain in student achievement in our NELS 88 analyses (see Rowan, 1999).


� I focus on mathematics here because my colleagues and I have yet to perform a similar analysis for reading achievement in the Prospects data set. 


� The measures being described here were developed by a team of researchers that included Sally Atkins-Burnett, Deborah Ball, Eric Camburn, Geoff Phelps, and myself.  The measures are available from the author on request.


� Although the standardized regression coefficients assessing the relationships between teaching variables and student achievement that I reported in this paper were often very small, the statistical significance of the findings does not depend on wholly on large sample sizes.  The critical values for the t-test in our regression analyses would be statistically significant in sample sizes as low 50 cases.


� I label these measurement strategies as indirect in the sense that data collection is not contemporaneous with the events presumed to be measured.  When the kinds of measures I am talking about here (scenarios, portfolios) are being used to assess teachers’ general capacities for action—as in the notion of pedagogical content knowledge—but not actual behavior, the same kind of measures are no longer indirect, but they do face the same methodological problems I am discussing in this section, namely problems of representativeness and generalizability.
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